
Power Conditioning Applications
 Through Nonlinear Optimal and 

Robust Control

UNIVERSIDAD MICHOACANA DE SAN NICOLÁS DE HIDALGO
FACULTY OF ELECTRICAL ENGINEERING

DIVISION OF GRADUATED STUDIES

THESIS

Presented to obtain the degree of

DOCTOR OF SCIENCE IN ELECTRICAL ENGINEERING

by

Serafin Ramos Paz

Dr. Fernando Ornelas Tellez

Dr. J. Jesús Rico Melgoza 

Thesis Advisor

Co-Advisor

Morelia Michoacán, April 2022

 





Power Conditioning Applications
Through Nonlinear Optimal and

Robust Control
Thesis

Presented to obtain the degree of

DOCTOR OF SCIENCE IN ELECTRICAL ENGINEERING

by

Serafin Ramos Paz

Dr. Fernando Ornelas Téllez

Thesis Advisor

Dr. J. Jesús Rico Melgoza

Thesis Co-Advisor

Universidad Michoacana de San Nicolás de Hidalgo
Faculty of Electrical Engineering

Morelia, Michoacán, México



To my parents Antonio Ramos Yépez and Elsa Mirella Paz Garibay

To my wife Arancha Zamudio Pedraza

For their endless love, support and encouragement.

To Pbro. Dr. Manuel Gonzalez Cruz†

der mich vom Himmel segnet ...



Acknowledgements

I would like to express my sincere gratitude to my thesis advisors Dr. Fernando
Ornelas Tellez and Dr. J. Jesús Rico Melgoza, who have left an invaluable mark on my
professional career for their motivation and immense knowledge.

I would like to express my gratitude to Dr. J. Aurelio Medina Rios, Dr. Roberto
Tapia Sanchez, and Dr. Manuel Madrigal Martinez for their valuable comments, sug-
gestions, and observations to enhance this work, and to my graduate studies professor
at the DEP-FIE Dr. Juan Anzurez Marín.

I would like to express my gratitude to my professors from Tecnológico de Monterrey:
Msc. Miguel Angel García Ruiz, Msc. Rubén Belmonte Izquierdo, Msc. Daniel Barriga
Flores, Msc. Christian David Schindler, Dr. Rosalino Rodriguez Calderon, Prof. Frank
Donald Stonehouse and at last but not the least to Dr. Salvador Gonzalez Garcia, who
introduced me to the control theory.

My gratitude and admiration to my father Eng. Antonio Ramos Yépez, for his
technical contributions to this research.

My gratitude to my mother Elsa Mirella Paz Garibay, for his love, encouragement,
example, and motivation.

I would like to thank my wife Arancha for his love, patience, support, and encour-
agement.

Special Thanks to Dr. Antonio Ramos Paz, for his example, motivation and encour-
agement.

I would like to thank my sisters Beatriz Ramos Paz, Elsa Mireya Ramos Paz, and
Celia Maria Ramos Paz for supporting me throughout my studies and in my life in
general.

To all my nephews: Elsa Mirella and Rafael García Ramos, Beatriz and Rodolfo
Gómez Ramos and Anna Luisa and Celina Aguilera Ramos.

This research as well as my Doctoral studies were funded by the Mexican Government
CONACYT.



Abstract

The electrical power grid is in constant evolution due to the increase in power electronics-
based devices, the high-frequency switching of nonlinear loads, and the inverter interfaced
renewable power generation systems. This power grid transformation gives rise to new
electrical power grid architectures such as the so-called microgrids, which require robust
and reliable control schemes to guarantee voltage-frequency regulation and power quality.
In this sense, the nonlinear optimal control is presented as a control scheme capable of
achieving the desired objectives and, at the same time, optimizing a given performance
index, proving to be effective in tracking fast time-varying reference signals in power
electronics applications. Additionally, the sliding mode control provides the control
scheme with robust properties capable of rejecting external disturbances and parametric
uncertainties.

This thesis presents nonlinear optimal and robust control strategies applied for local
microgrid controllers and power conditioning applications. On the one hand, concerning
the local microgrid control, the microgrid’s operation cases during interconnection and
isolation mode are considered, including an energy storage system based on supercapac-
itors. The proposed control scheme can regulate the microgrid voltage and frequency
during the isolated mode and the power-sharing between the main utility grid during
the grid-connected mode through a nonlinear optimal control strategy. On the other
hand, concerning power conditioning applications. The design of nonlinear optimal
and robust control algorithms is presented where a nested control strategy based on
nonlinear optimal tracking control and super-twisting sliding modes is applied to power
electronic converters to provide ancillary services to the electrical power grid in terms of
harmonic distortion compensation, voltage regulation, and power factor correction. In
addition to the design of the control algorithms, the design of an online fast-convergent
harmonic estimator with a decentralized structure is presented that, together with the
control schemes proposed in this thesis, allows the dynamic suppression of harmonics
and interharmonics that distort the current waveform in a node of the electrical power
grid. Simulation and Hardware in the Loop results demonstrate the effectiveness of the
control schemes and the harmonic estimator proposed in this thesis.



Resumen

La red eléctrica está en constante evolución debido al aumento de dispositivos basados
en electrónica de potencia, la alta frecuencia de conmutación de cargas no lineales y los
sistemas de generación basados en energías renovables con interfaz de inversor. Esta
transformación de la red eléctrica da lugar a nuevas arquitecturas de redes eléctricas
como las denominadas microrredes, que requieren de esquemas de control robustos y
fiables para garantizar la regulación de voltaje, frecuencia y la calidad de la energía
eléctrica. En este sentido, el control óptimo no lineal se presenta como un esquema
de control capaz de lograr los objetivos deseados y, al mismo tiempo, optimizar un
índice de desempeño dado, demostrando ser efectivo en el seguimiento de señales de
referencia rápidas variantes en el tiempo en aplicaciones de electrónica de potencia.
Además, el control por modos deslizantes proporciona al esquema de control propiedades
de robustez, lo que permite al sistema de control rechazar perturbaciones externas e
incertidumbres paramétricas.

Esta tesis presenta estrategias de control óptimo no lineal y robusto aplicadas a
controladores locales de microrredes y aplicaciones de acondicionamiento de potencia.
Por un lado, en lo que respecta a los controles locales de microrredes, se consideran los
casos de operación de la microrred en modo de interconexión y aislamiento, incluyendo
un sistema de almacenamiento de energía basado en supercapacitores. El esquema de
control propuesto permite regular el voltaje y la frecuencia de la microrred durante
el modo aislado y el intercambio de energía entre la red eléctrica principal durante el
modo conectado a la red a través de una estrategia de control óptimo no lineal. Por
otro lado, en lo que respecta a las aplicaciones de acondicionamiento de potencia. Se
presenta el diseño de algoritmos de control óptimos no lineales y robustos donde se
aplica una estrategia de control anidado basada en control de seguimiento óptimo no
lineal y modos deslizantes de super-twisting a convertidores electrónicos de potencia
para proporcionar servicios auxiliares a la red eléctrica en términos de compensación de
distorsión armónica, regulación de voltaje y corrección del factor de potencia. Además
del diseño de los algoritmos de control, se presenta el diseño de un estimador de
armónicos de convergencia rápida en línea con estructura descentralizada que, junto
con los esquemas de control propuestos en esta tesis, permite la supresión dinámica de
armónicos e interarmónicos que distorsionan la forma de onda de corriente en un nodo
de la red eléctrica. Los resultados de Simulación y Hardware in the Loop demuestran la
efectividad de los esquemas de control y el estimador armónico propuesto en esta tesis.

Karla-Tesis
Texto escrito a máquina
Palabras clave: Acondicionamiento de potencia, armónicos, calidad de la energía,control óptimo, estimación.
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Symbols Symbols

T period of the signal

T temperature of the supercapacitor

u∗ optimal control law

x state vector

X reactance
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Chapter 1

Introduction

1.1 Motivation

The tremendous technological advances to which we have access today are nothing
more than the result of a historical process of incremental and disruptive innovations,
motivated by the constant interest of humankind in solving the problems that have
arisen at specific historical moments as well as the curiosity and capacity for innovation
of the great scientist over the time. The ideas of Thomas Edison (1847-1931) and Nikola
Tesla (1856-1943), together with each of the great scientists who preceded them, allowed
the massive electrification of large cities at the beginning of the 20th century through
the ability to efficiently transport electric power from generation sites to load centers,
based on the principle of the use of alternating current (AC) and large synchronous
generators [Carlson, 2015]. However, the accelerated population increase demanded
more significant amounts of energy, for which cheap and easily accessible generation
sources were required, which led to the proliferation of fossil fuels usage for the gen-
eration of electrical energy. However, this has caused significant levels of pollution
that are unbearable for the world [Gates, 2021, Smil, 2017]. The 2015 Paris agree-
ment of COP211 laid the foundations for limiting global warming through agreements
adopted by 196 countries. Allowing the implementation of energy policies that pro-
mote power generation strategies based on renewable energy. Nonetheless, using these
energies has required adapting new technologies to existing electrical power grids, repre-
senting a technological challenge that opens the doors to new developments and research.

The first electrical power generation systems based on renewable energies were made
through distributed generation systems isolated from the electrical power grid due to
technical or economic reasons, mainly in remote areas without access to transmission or
distribution lines [Bakke, 2017]. This led to on-site generation schemes, mainly through
solar panels and wind generators. This gave rise to a new concept known as microgrids
[Hatziargyriou, 2014]. However, the significant decrease in costs associated with the
technology necessary for implementing microgrids has encouraged the integration of

12015 United Nations Climate Change Conference (Paris Agreement).
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large-scale distributed generation systems with the electrical power grid. This fact is
causing the traditional electrical power grid to evolve, integrating different elements
such as innovative control algorithms, measurement systems, telecommunications, and
energy storage devices into a smart grid [Keyhani, 2019]. However, several technical
challenges must be overcome concerning the design, operation, and reliability of modern
electrical power grids, such as: a) the reliable and economical operation of microgrids
with high penetration levels of generation sources based on renewable energy [ESM,
2022]; b) the development of new voltage and frequency control schemes to deal with the
increase in power electronics-interfaced distributed generation systems; and c) schedule
and dispatch of units under uncertain supply or demand and the determination of
appropriate levels of reserves. In the same way, the integration of nonlinear loads and
devices based on power electronics, such as electric vehicle charging stations, switched
sources, uninterruptible power supply systems, or the operation of the inverter-interfaced
renewable-based power generation systems, generates a series of issues in terms of power
quality. Such as harmonic distortion, voltage deviations, and inadequate power factor,
causing severe problems in the electrical power grid such as overloading of conductors,
overheating transformers, untimely tripping of protection systems, or overloading of
power factor correction capacitors, among others. However, these problems open the
doors to new technological developments, even by using the same renewable energies
or the technology associated with them, such as the flexibility offered by the power
electronic converters to compensate for diverse power quality issues. The Development
these emerging technologies is of interest to achieve the objectives proposed in the
energy policies worldwide and provide sustainable energy through a robust electrical
power grid, which is an open issue that requires research. In this sense, modern electrical
power grids must be provided with reliable and robust control algorithms to successfully
integrate the distributed generation sources such as wind, solar, hydrogen, and other
renewable resources and to provide ancillary services capable of guaranteeing the power
quality of the electrical grid.

1.2 Problem Statement

The increase in the integration of renewable-based power generation sources and the
interconnection of nonlinear loads to the electrical power grid has focused the efforts
of the scientific community to find technical solutions to adapt the existing electrical
power grid to the new prevailing needs. Much effort has been made; however, the
complex problems related to the dynamics of the electrical power grid and power elec-
tronic converters require innovative solutions capable of efficiently solving power quality
problems. Modern electrical power grids must be provided with robust and reliable
control algorithms to integrate electrical power generation and storage devices based on
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Electrical Power Grid
Filter

Harmonics
Voltage regulation

Power factor correction

Optimal Control
Sliding Modes

Local measurements Grid current

Harmonics Estimator

Power electronics

Figure 1.1: Proposed microgrid and power conditioning control scheme.

large-scale renewable energies. Besides, to compensate potential problems in terms of
power quality derived from the interconnection of nonlinear loads and the fluctuation
in the renewable-based power generation. Traditionally, the operation and control of
microgrids use linear controllers, which have limited regions of operation and ignore the
nonlinear nature of the power electronic converters and microgrid dynamics. Therefore,
in this thesis, the use of nonlinear optimal and robust control strategies applied to
the microgrid primary control level through electronic power converters is proposed to
deal with the microgrid nonlinear dynamics with possible parametric uncertainties and
external disturbances. With the proposed nonlinear optimal and robust control schemes,
this thesis aims to control the electrical variables of voltage, frequency, and power
exchange during the different microgrid operating modes and provide ancillary services
by adding new operational features to the existing infrastructure of the electronic
power converters, and thus solve problems in terms of power quality, such as voltage
compensation, power factor correction and harmonic distortion suppression.

Figure 1.1 shows this thesis proposal for the use of power electronic converters through
appropriate control strategies for microgrid control and power conditioning applications
in the electrical power grid.
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1.3 Literature review

1.3.1. Historical Background Nonlinear Control

During the 1950s and 1960s, aerospace engineering applications greatly stimulated
the development of optimal control theory, where the objective was to drive the sys-
tem states so that some defined cost function was minimized. Mathematicians in
the United States and the Soviet Union extensively studied the time-optimal control
problem. In the period from 1953 to 1957, Bellman, Gamkrelidze, Krasovskii, and
La Salle developed the basic theory of minimum time problems and presented results
concerning the existence and uniqueness, and general properties of time-optimal control
[Athans, 2007]. Nonetheless, the classical calculus of variations could not handle the
problematic constraints imposed by an optimal control problem, this difficulty led
Pontriagin to establish his well-known maximum principle [Geering, 2007], and then
Boltyanskii and Gamkrelidze gave proof of it. The dynamic programming method
[Bertsekas, 2005] developed by Bellman around 1953-1957 may be viewed as an out-
growth of the Hamilton-Jacobi approach to variational problems and then, its use was
extended to control problems. The optimal control problem can be solved by using
the maximum principle of Pontriagin and the dynamic programming developed by
Bellman, which leads to a set of nonlinear partial differential equations named the
Hamilton-Jacobi-Bellman (HJB). The solution of the HJB is well-established in solving
the optimal control problem for linear systems whose solution results in the Riccati
equation. However, the optimal control problem solution applied to nonlinear systems is
an open issue. In this sense, the well-known State-Dependent Riccati Equation (SDRE)
[Cloutier, 1997] became very popular during the first decade of the twentieth century.
The SDRE provides a very effective algorithm for synthesizing nonlinear feedback
controllers. Pearson first proposed this method in 1962 and then was expanded by
Wernli and Cook in 1975 and later by Mracek, Cloutier, and D’Souza in 1998. The
method entails factorizing the nonlinear dynamics into the state vector producing a
matrix-valued function that depends on the state itself, then, by doing so, the SDRE
fully captures the system nonlinearities, transforming the nonlinear system into a
linear-like representation having state-dependent coefficients matrices and minimizing
a nonlinear performance index with a quadratic structure. Cloutier, D’Souza, and
Mracek’s work initiated an increasing use of the SDRE to solve nonlinear optimal control
problems, including autopilot designs, guidance control [Sayadi et al., 2018], satellite
and spacecraft control process control [Xin and Pan, 2012], or even control of artificial
pancreas [Romero-Aragon et al., 2014]. Recently, in the work presented by Ornelas et al.
[Ornelas-Tellez et al., 2014], a modification to the nonlinear optimal control scheme is
proposed to solve the problem of time-varying reference tracking, which is the theoreti-
cal basis on which this thesis is based from the point of view of nonlinear optimal control.
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Nonlinear optimal control schemes can be combined with various control techniques
to provide the control algorithm with robustness elements, as shown in [Fridman,
2014, Ramos-Paz et al., 2017]. In this sense, sliding mode control is presented as an
interesting alternative for the design of robust control algorithms in combination with
optimal control. Sliding mode controllers (SMC) [Perruquetti and Barbot, 2002] were
developed in the Soviet Union in the framework of variable structure control (VSC).
This nonlinear method alters the dynamics of a nonlinear system by the application of
switching control [Fridman, 2014]. In the framework of VSC, it was understood that
if the controllers are ensuring finite-time arrival to some surface on both sides of the
surface, the solution should slide on the surface if it is supposed that the frequency
of the switching is infinite. The history of variable structure control dates from the
early 50s. By 1980 the significant contributions of classical sliding mode control theory
had been made by Prof, Utkin’s. By the early ’80s, the scientific control community
understood that the main disadvantage of SMC was the so-called chattering effect
caused by unmodeled dynamics that increase the relative degree of the system. In order
to overcome the chattering-effect2, different ideas appear to improve the performance of
SM controllers, such as the second-order sliding mode (SOSM), a concept introduced by
Prof. Levant. The simplest SOSM is the so-called twisting algorithm (TA) designed for
systems with relative degree two. Nonetheless, the TA algorithm collapses the dynamics
of such systems at the origin [Ferrara, 2017]. At the end of the 1980s, generating a
continuous control signal without derivatives was the main issue. The super-twisting
algorithm (STA) was presented in the early ’90s in [Levant, 1993], providing a con-
tinuous control signal, generated without using the derivative of the sliding variable,
and capable of maintaining a SOSM for a first-order system with Lipschitz3 bounded
uncertainties/disturbances [Khalil, 2002].

1.3.2. Microgrid Control State of the Art

A microgrid can be regarded as a controlled entity within the power system that
can be operated as a single aggregated load or generator, also as a small source of
power, or as an ancillary service supporting the electrical power grid [Hatziargyriou,
2014]. Microgrids are used in order to facilitate the integration of renewable energy
resources (i.e., wind energy, photovoltaic, fuel cells, hydrogen, etc.) through distributed
generators (DG). The idea behind the microgrid is that it can be operated based
on autonomous subsystems composed of small areas with dedicated or local control
schemes [Hatziargyriou, 2014]. Microgrids can be operated in two different modes

2The term “chattering” describes the phenomenon of finite-frequency, finite-amplitude oscillations
appearing in many sliding mode implementations. These oscillations are caused by high-frequency
switching of a sliding mode controller, exciting unmodeled dynamics in the closed-loop.

3The Lipschitz condition is defined whereby f(t, x) satisfies the inequality ||f(t, x) − f(t, y)|| ≤
L||x− y|| ∀(t, x) and (t, x) in some neighborhood (t0, x0) [Khalil, 2002].
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[Bidram et al., 2017]: grid-connected or isolated mode. During each operation mode,
the microgrid achieves different control objectives, where the main variables used to
control are the voltage, frequency, and the active and reactive power-sharing. On the
one hand, during the grid-connected operation mode, the voltage and frequency at the
common coupling point (PCC) are dominantly imposed by the host grid. Therefore, the
microgrid distributed generation nodes can be employed as real/reactive power sources
[Hatziargyriou, 2014], where the control objective is to regulate the instantaneous real
and reactive power delivered by the voltage source converter (VSC) at the PCC, or as
well the microgrid can be used for power conditioning applications, providing ancillary
services such as power factor correction, voltage control or harmonics suppression. This
topic will be discussed later in this thesis in the Chapter 4. On the other hand, the
microgrid operates as an independent entity during the isolating or stand-alone mode
of operation, and the host power grid no longer supports the voltage and frequency. In
this sense, the main control objective is the voltage and frequency regulation, which
is a prerequisite for the economical and efficient operation of the microgrid, as well
as for the correct operation of electrical devices and loads connected to the power
grid and the compliance with regulations imposed by the operators of electrical power
systems. Therefore, microgrids must be integrated with robust control schemes, capable
of compensating for deviations of system voltage and nominal frequency in the presence
of uncertainties in the load and distributed generation.

Control Objectives in AC Microgrids

Micrgrid N

Micrgrid 2

Microgrid

Primary 
Control

Primary 
Control

Primary 
Control

Secondary 
Control

Tertiary 
Control

 
 

 

Main Power Grid

Figure 1.2: Microgrid hierarchical control structure.

In either of the two different microgrid operative modes, grid-connected or stand-
alone mode (isolated), the main microgrid control objectives [Bidram et al., 2017] are
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the following:

Voltage and frequency regulation for both operative modes.

Power flow control between the microgrid and the host grid.

Microgrid resynchronization with the main grid.

Proper load sharing and distributed generation coordination.

Optimization of the microgrid operating cost.

These objectives are achieved at different time scales through a hierarchical control
structure based on mainly three different control levels, namely primary, secondary
and tertiary control as seen in [Bidram et al., 2017],[Olivares et al., 2014]. The general
microgrid hierarchical control structure is depicted in Figure 1.2.

Primary control

The primary control, also known as local or internal control, operates on the fastest
time scale and requires the fastest control response. Its main objective is to guarantee
the voltage and frequency regulation when the microgrid operates in an isolation mode
and the power-sharing during grid-tied operation. The primary control is based on local
measurements and does not require communication links. It is designed to accomplish
the following control objectives [Hatziargyriou, 2014]:

To stabilize the voltage and frequency.

To offer plug-and-play capabilities for the distributed generation and properly
active and reactive power-sharing with the main utility grid.

The primary control provides the reference signals for the voltage and current control
loops. These inner control loops are commonly referred to as zero-level control; the zero-
level control is generally implemented in either active/reactive power control (PQ) or
voltage-frequency control mode (VF) [Fan, 2017]. While in the PQ mode, the distributed
generation node active and reactive power output is regulated on the predetermined
setpoints. By contrast, the distributed generation node operates as a voltage-controlled
voltage source-inverter (VCVSI) during the voltage control mode. The primary control
determines the voltage reference, conventionally via drop characteristics [Fan, 2017].
It is important to highlight that the power quality of small-scale isolated systems is
of particular importance due to the presence of nonlinear and unbalanced loads and
the low inertia of the microgrid. Considering a renewable-based microgrid, during the
islanded operation mode, without a robust and effective control strategy, the microgrid’s
voltage and frequency may experience high fluctuations and instabilities due to the high
penetration of intermittent renewable energy. In addition, the power electronics along
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with the electrical power grid represent a highly nonlinear behavior. In this sense, it is
necessary to apply nonlinear and robust control schemes to deal with these systems
nonlinear and uncertain nature.

Secondary Control

While the primary control is implemented locally at each independent distributed
generator, the secondary control is a centralized controller which restores the microgrid
voltage and frequency and compensates for the deviations caused by the primary control.
This control level has a slower time response than the primary control. Secondary
control is also referred to as the microgrid energy management system (EMS) [Olivares
et al., 2014] and is responsible for the reliable and economical operation of the microgrid
at either grid-connected or islanded mode. The main objective of the EMS consists
of finding the optimal value for the unit commitment and economic dispatch of the
DGs. Primary control may cause frequency and voltage deviations even in a steady
state. Thus the secondary controller restores the microgrid voltage and frequency and
compensates for deviations caused by the primary control loop.

Tertiary Control

The tertiary control is responsible for the microgrid supervision, generation, and
forecast. This control level, generally operates on a slow time scale and considers the
economic concerns for the optimal operation of the microgrid, and manages the power
flow between the microgrid and the main power grid depending on the requirements of
the host power grid. For instance, the overall reactive power of a power grid composed
of several distributed generation nodes within a microgrid is accomplished by proper
coordination through a tertiary control approach. Tertiary control can be considered as
part of the main grid, and not the microgrid itself [Olivares et al., 2014]. Therefore this
control level will not be discussed further in this thesis.

Microgrid Energy Storage Systems

The energy storage systems [Díaz-González et al., 2016] are often needed with the
RES integration in order to buffer the generated electrical power, as well as compliance
with the regulations and requirements imposed by the operators of the electrical power
grid, as seen in [Winfield et al., 2018]. Therefore energy storage devices, together
with power electronic converters, are used as ancillary devices which support the
electrical power grid in terms of compensation of voltage fluctuations, isolation events,
or energy arbitrage (store energy to be used when the price is at a premium). Nowadays,
rechargeable batteries, especially lithium-ion batteries [lit, 2018], are currently a popular
option as energy storage devices due to their high energy density and their large
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number of charging cycles. Nonetheless, they have limits of relatively low power density
and relatively high internal resistance, which could heavily curtail the power delivery
capability under large current loading [Díaz-González et al., 2016]. On the other
hand, supercapacitors (SC) [Zhang et al., 2018a], also known as ultra-capacitors or
double-layer capacitors, are being actively studied and envisaged as a promising energy
storage technology due to their outstanding characteristics, as they are their high power
density, and a high degree of recyclability as well as their capability to be charged and
discharged with high current. It is important to highlight that supercapacitors operate
under an electrostatic principle rather than a chemical principle like batteries do. In
recent years, supercapacitors have been used in power conversion applications such as
controlled electric drives, active power filters, power conditioners, and uninterruptible
power supplies (UPS). In recent works, supercapacitors have been employed as the
energy storage devices that can be fully charged/discharged within a few seconds,
connected to the power conversion system via interfacing bidirectional DC/DC power
electronics converters [Sharkh et al., 2014]. In related works, the use of bidirectional
DC/DC power electronic converters based on supercapacitors has been reported as
seen in [Verma et al., 2011, Grbovic et al., 2010] and [Cornea et al., 2017], where a
bidirectional hybrid DC/DC converter based on switched capacitor cells is presented,
with a controller design based on the K factor control method in order to regulate the
PWM control signal. However, in previous works, the use of linear PI type controllers
is predominant, and as a consequence, the regions of operation of the linear controller
over a highly nonlinear system are limited. In this sense, due to the highly nonlinear
behavior of the power electronic converters used to interface the renewable energy
resources and energy storage devices, advanced nonlinear control techniques must be
employed, as they are the nonlinear optimal and robust controllers described in this
thesis.

1.3.3. Power Conditioning Applications

Power conditioning [Akagi, 2007] is a broad term, which includes all services re-
quired by transmission or distribution system operators to enable them to maintain
the integrity and stability of the transmission or distribution system as well as the
power-quality [Hatziargyriou, 2014]. Modern electrical power grid operators and end-
users are becoming more concerned about the power quality issues, such as voltage
regulation, harmonic distortion, or power factor [Dugan, 2012], due to the compliance
of standards and grid codes requirements [619, 2012],[853, 2018] in addition to the
increased use of waveform-sensitive equipment. Traditionally, the different problems
associated with power quality have required specific solutions based on different types of
infrastructure. In the case of harmonic suppression, active power filters [Ornelas-Tellez
et al., 2020] have been widely implemented, for voltage regulation, solutions based on
custom power devices [Moghbel et al., 2018] such as dynamic voltage restorers (DVR)
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[Rauf and Khadkikar, 2015], static voltage regulators (SVR) or backup store energy
systems (BSES) [Housseini et al., 2018] are used, or in the case of power factor correction,
the installation of capacitor banks or synchronous condensers are required [Qin et al.,
2019]. Nowadays, engineers deal with these power quality issues by using a systemic
approach rather than handling individual problems. The constant advances in the
integration of distributed energy resources, mainly based on renewables, have brought
a series of benefits to both users and operators of electrical power grids. In addition,
one of the main characteristics of integrating distributed energy resources is that they
are connected to the main utility grid through power electronic converters, providing
a wide range of functions. Not only for supplying electrical power or the formation
of microgrids but also for power conditioning applications to compensate a series of
problems in terms of power quality at a power system node, such as voltage regulation,
harmonics compensation, or power factor correction [Hatziargyriou, 2014]. In this sense,
power conditioners are based on leading-edge power electronics technology, including
power conversion systems and control theory. Therefore, in this thesis, a novel control
scheme to add new operational features to the available infrastructure of the DC/AC
power electronic converters is presented. Then, through proper control algorithms,
it is possible to change the converter control objective when required, depending on
the end-user requirements providing ancillary services to the electrical power grid to
enhance the power quality.

Harmonics Estimation and Suppression

The proliferation of nonlinear loads has spurred interest in research on various power
quality problems related to harmonic pollution in electrical power systems. The reduc-
tion of the voltage and current waveform distortion to acceptable levels is a problem
in electrical power systems, which has grown concerns due to the increasing use of
sensitive waveform equipment [Arrillaga and Watson, 2004] and the requirements of
a high-quality level of electric power imposed by the utility grid operators and grid
codes. Therefore, to improve the electrical power quality, modern electrical power grids
must be equipped with the appropriate controls and devices capable of guaranteeing
and fulfilling the power quality standards (i.e., IEEE-519-1992 [std, 1993], or IEC
61000-3, Limits for Harmonic Current Emissions [I.E. Commission, 1998], among others)
and to avoid adverse power quality phenomena such as waveform distortion. In this
sense, passive filters [Rasol Jannesar et al., 2019], static compensators [Wang et al.,
2015], and active power line conditioners [Williams and Hoft, 1991] have been widely
used to compensate the adverse harmonic effects causing waveform distortion. This
thesis centers on the harmonic identification and the control of active power filters
(APF) [Yeetum and Kinnares, 2019], which are power electronic equipment capable
of compensating the harmonic distortion and thus enhancing the power quality. The
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basic principle of a power electronic converter used for power conditioning applications
such as harmonic suppression is to generate the necessary current to compensate the
harmonics produced by nonlinear loads such as the power electronics required in the
renewable sources integration [Yang et al., 2015] (i.e., wind parks), electric cars charging
stations [Khan et al., 2018], among other harmonic sources.

Different harmonic identification schemes have been widely reported in the literature.
On the one hand, in the frequency domain, it is possible to highlight the use of the
Fast Fourier Transform [Rao, 2010] and the Discrete Fourier Transform based methods
[Hwang and Liu, 2014]. Nonetheless, one of the significant limitations of these methods
is the required computational burden, which depends on the number of samples consid-
ered in a time window and the requirement of a complete cycle of a periodical signal to
conduct the analysis. A different approach that also performs the harmonics estimation,
is the so-called instantaneous power theory of PQ theory [Akagi, 2007]; However, this
approach has been demonstrated to be effective under balanced three-phase signals
and presenting challenges for the unbalanced case. Also, a common characteristic of
the aforementioned methods is the usage of a moving window of past values, which
causes time-delays within the harmonic estimation, making these algorithms not feasible
for real-time feedback control application (such as in AFP control) where a dynamic
operation of the system is considered rather than a steady-state condition. On the
other hand, various online harmonic estimators have been reported, based on different
estimation techniques such as adaptive Taylor-based band-pass filter [Radulović et al.,
2020], where the harmonic parameters are iteratively estimated through a dynamic
phasor model. Nonetheless, the strategy does not suppress the effects of interharmonics
completely. Moreover, different estimation algorithms have been widely reported in the
literature, such as phase-locked-loop algorithms, including a method for addressing the
DC components and notch filters, as seen in [Karimi-Ghartemani et al., 2012]. The
continuous-time online adapted frequency-locked loop using a third-order generalized
integrator is presented in [Fedele and Ferrise, 2014], while [Chen et al., 2018] reports an
integral observer to detect the fundamental and interharmonic components. Also, an
approach using Kalman filtering and a state-space model to estimate the frequency of
harmonic signals is presented in [Hajimolahoseini et al., 2008], and different observer-
based approaches based on the immersion and invariance technique considering the case
of multiple frequencies are described in [Carnevale and Astolfi, 2011]. Each of the works
mentioned above provides desirable characteristics for harmonic estimation, such as the
online implementation, inter-harmonics and frequency estimation, and signal represen-
tation in a state-space model. However, the previous works do not present a solution
that combines all the characteristics mentioned as this thesis objective. In addition,
interesting solutions for the harmonic and interharmonic processing are reported in
[Karimi-Ghartemani and Ziarani, 2004, Mojiri et al., 2010]. However, these works are fo-
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cused on the detection of harmonics and interharmonics rather than on an identification
and suppression scheme in conjunction with control algorithms. These tasks together
are the objective of this work. In [Ornelas-Tellez et al., 2019], an optimal harmonic
estimator is presented, characterized by the online harmonic content computation of a
time-varying signal, which is based on a Kalman-Bucy filter through considering that the
frequency is a priori known, and as a result, calculating the amplitudes and phases; in the
referred work, the case of interharmonics and frequency estimation is not addressed. In
contrast, to [Ornelas-Tellez et al., 2019], this research aims to identify three components:
frequencies, amplitudes, and phases of the harmonic and inter harmonic content pre-
sented in a distorted waveform, topics that as a whole are not covered in the work above.

Besides the decentralized harmonic identification, power conditioning applications must
be equipped with appropriate control algorithms capable of performing tracking of
time-varying reference signals, such as in the case of the harmonic reference signals
profiles to be suppressed. Different control strategies for power conditioning applications
have been reported such as sliding modes [Chen and Fei, 2019], model predictive control
[Rameshkunar et al., 2017], or neural networks [Madtharad and Premrudeepreechacharn,
2002]. Nonetheless, this thesis centers on the use of nonlinear optimal control theory,
which represents an increasingly relevant role for the synthesis of advanced control
systems to determine the control actions that will cause the minimization of a given
performance index [Kirk, 2004]. Among the features to be highlighted related with
the proposed control method, is that optimal control laws are known to have adequate
stability margins, and robustness properties [Sepulchre, 1997, Freeman, 1996, Anderson
and Moore, 1990]. In addition, nonlinear optimal control applied to power electronic
converters represents an efficient and proven theory capable of tracking fast time-varying
reference signals, as seen in [Ornelas-Tellez et al., 2019, Pahlevaninezhad et al., 2012].
Through the proposed methodology presented in this research, it is possible to obtain
a state-space model of the signal harmonic content, which can be implemented in a
decentralized form, which in contrast to a centralized approach, by dividing the complex
problem into simpler subsystems makes easier to tune the parameters since the model
is more straightforward and smaller in dimension [Liu et al., 2018]. In addition, having
a decentralized structure allows computational techniques to be applied that makes
the estimator more efficient for real-time feedback control applications, such as parallel
computing [Grama, 2003]. To this end, the proposed harmonic estimator is combined
with a harmonic suppression scheme based on the optimal tracking control of a power
electronic converter. It is essential to highlight that based on the separation principle4

[Astrom, 2006]. It is possible to decouple the problem of optimal control and state
estimation. Therefore it is reasonable to design the proposed harmonic estimator along
with the nonlinear optimal controller.

4The separation principle establishes that the optimal control and state estimation problem can be
decoupled and independently addressed.
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Power Factor Compensation

The power factor [Alexander, 2017] is considered to be an indicator of the correct use
of electrical power. According to the behavior of the power factor, the operators of the
electrical power grid apply a penalty on the consumption rate, mainly for industrial con-
sumers, as established by the electric power supplier in compliance with the grid codes.
Within the main causes of a low power factor are electrical installations with a large
number of motors, refrigeration and air conditioning equipment, or under-utilization of
the electro-mechanical equipment installed, which are mainly inductive loads. In this
sense, electric power grid users with low power factors require compensation schemes.
Methods of power factor improvement include capacitor banks [Gonzalo et al., 2020],
synchronous condensers [Aamir et al., 2019] or phase advancers. However, the previous
methods correspond to solutions based on specific equipment to solve the power factor
problem. It is important to emphasize that users, mainly of the industrial type, can
experience different adverse power quality phenomena. Therefore, the use of specific de-
vices for specific different problems can increase the cost of the necessary infrastructure.
In this sense, the control scheme proposed in this work takes advantage of the already
available infrastructure of the power electronic converters. Then, through proper control,
algorithms allow changing the control objective of the converter if necessary. This
permits the converter to participate in power factor correction when required and then
change the control objective to be used for something different from supplying power to
the utility grid by acting as an ancillary service for microgrids or distribution systems
in terms of voltage compensation [Ramos-Paz et al., ],[Molla and Kuo, 2020], harmonics
compensation [Ornelas-Tellez et al., 2020], [Zhang and Li, 2016] or in this case power
factor correction. It is important to mention that the main objective of this thesis does
not intend to use the power that may come from a micro source (based on renewable
energy) for the only purpose of power factor correction. Therefore through proper
control strategies, it is possible to achieve several control objectives within the same
inverter topology, reducing the cost of additional infrastructure. Nowadays, different
approaches have been developed to deal with power quality issues, including custom
power devices such as the so-called unified power quality conditioner (UPQC) [Dash
and Ray, 2018], which is capable of compensating harmonics and voltage variations.
However, the technology mentioned above employs two voltage source inverters (VSIs)
and cannot compensate the power factor. A different approach used the so-called
distribution flexible alternating current transmission systems (DFACTS) [Elmetwaly
et al., 2020] for power quality enhancement in isolated microgrids. Nonetheless, they
are mainly based on classical PID controllers, which reduce the operational range of
such devices to a limited linear region. Specific solutions for power factor correction
are given in related work such as [Hashmi et al., 2020], [Mahendran et al., 2017], [Lo
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et al., 2008]. However, in none of the previous works, a solution that can be scalable
and combinable with the proposed solutions to other power quality problems under the
same power electronics configuration is exposed.

This research proposes that through advanced control strategies, such as nonlinear
optimal control and sliding mode control, additional features can be added to the power
electronic converters to perform different power conditioning tasks such as voltage
regulation, harmonic distortion compensation, and power factor correction. This is
achieved through a nonlinear and robust control strategy that allows expanding the
operating regions of the power electronic converters and the possibility of rejecting
parametric or structural uncertainties in the models of microgrids for the interface of
power conditioning devices.

1.4 Objectives

1.4.1. General objective:

The design of nonlinear optimal and robust controllers for local microgrid control
and power conditioning applications through power electronic converters.

1.4.2. Specific objectives:

The harmonics/interharmonics estimation.

Harmonics suppression, voltage regulation, and power factor compensation through
power electronic converters control acting as ancillary services.

Voltage and frequency control for microgrids through nonlinear optimal and robust
control.

1.5 Contributions

The original contributions of this thesis are listed as follows:

The proposal of a novel control strategy, based on nonlinear optimal tracking
control as an alternative to the classical microgrid controllers for the voltage, fre-
quency, and power control for the isolated and grid-connected microgrid operative
modes.

The design of a nonlinear-robust control scheme, capable of compensating the
voltage variations and the power factor at a power system node, using a nested
control-loop strategy based on sliding modes and nonlinear optimal tracking
control.
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The proposal of a novel robust control scheme for the voltage, harmonics distortion,
or power factor compensation at specific instants, through DC/AC power electronic
converters intending to serve as ancillary services to distribution systems or
microgrids.

The design of an n frequencies harmonic and interharmonic identification and sup-
pression scheme which has the following characteristics: a) the harmonic identifier
is implemented decentralized and then employed to synthesize an optimal feedback
controller based on nonlinear optimal tracking control to dynamically suppress the
harmonic content in a distorted waveform in an electrical power system through
an active power filter; b) the harmonic and interharmonic identifier design is based
on a fast-convergent state estimator with a state-space representation, which does
not require one period of the signal, as usually required in Fourier-transform-based
methods; c) the harmonic content is computed in the time-domain framework.
Therefore, no additional computational burden is necessary to perform any frame
transformation.

Table 1.1: Control strategies design and their usage in power conditioning applications.

Contribution Highlights Typical applications

Harmonics estimation
and suppresion

Fast convergence;
Fast frequency
variations estimation;
Suitable for real-time
implementations; Decentralized
structure; Real-time implementation.

PWM electric motor drives,
PMU´s for distribution
systems, power quality
measurement instruments.

Nonlinear Control
Real-time implementation;
Robustness against unknown
system parameters;

Shunt active power filters;
Voltage regulation in
industrial facilities with
distributed generation;
Power factor correction
in industrial facilities with
distributed generation.

Table 1.1 summarizes the main characteristics of the power conditioning designs
proposed in this research, as well as suggested potential applications.

1.6 Methodology

The methodology of this research work is the design of nonlinear optimal and robust
controllers for power conditioning applications and their use in different case studies to
experiment and analyze the results by considering the following topics:
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1. Primary control, Inverter Output Control.

2. Voltage and frequency control.

3. Active/reactive power control.

4. Energy storage system control.

5. Ancillary services for power conditioning applications.

For the power conditioning applications control and design methodology includes
the following steps:

The Harmonics estimation and compensation assessment through a decentralized
harmonic estimator and nonlinear optimal control of DC/AC power electronic
converter.

The power factor compensation assessment through nonlinear optimal control
and sliding modes.

The voltage regulation assessment through nonlinear optimal control and sliding
modes.

1.7 Thesis Outline

This thesis is organized as follows.

Chapter 2 Theoretical Framework

This Chapter introduces important concepts for developing microgrid control strate-
gies. The fundamentals of nonlinear systems, along with the nonlinear control algorithms
based on sliding mode and nonlinear optimal control, are described in detail, as well as
the mathematical background for signal modeling based on Fourier series is presented.
Moreover, the power electronic converters modeling is described in this Chapter.

Chapter 3 Control of Distributed Energy Resources in Microgrids

This Chapter presents the design of microgrid local control strategies based on non-
linear optimal tracking control. Moreover, this chapter addresses the microgrid isolated
mode and grid-connected mode control problems, considering the voltage and frequency
control during an isolation event and the power-sharing during the grid-connected mode.
In addition, a control scheme for an energy storage system based on supercapacitors is
presented. Simulation results demonstrate the effectiveness of the proposed nonlinear
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optimal tracking controller for the microgrid control objectives.

Chapter 4 Microgrid Power Conditioning Applications

This Chapter presents different control strategies for microgrid power conditioning
applications such as ancillary services to compensate a series of problems in terms
of power quality, such as harmonic distortion, power factor correction, and voltage
regulation, through a holistic approach. Additionally, the design of a fast-convergent
state-estimator for harmonics and inter-harmonics with a decentralized structure is
presented. Hardware in the loop and simulations results demonstrate the effectiveness
of the proposed harmonic estimator as well as the capabilities of the power electronic
converters to provide microgrid ancillary services.

Chapter 5 Conclusions

Finally, this Chapter presents the conclusions of this thesis and recommends future
work.
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Theoretical Framework

In this Chapter, the theoretical foundations of the mathematical tools used in the
following Chapters of this thesis are exposed. In a first instance, the concept of the
Fourier series for the representation of periodic signals is given. Subsequently, the
nonlinear systems and a class of nonlinear systems representation is introduced. Then
the design of nonlinear optimal tracking and robust controllers will be presented, mainly
based on nonlinear optimal control and sliding modes. Finally, the modeling of the power
electronic converters used in this thesis will be presented, and implemented along with
the exposed control schemes to achieve the control objectives in microgrids and power
conditioning applications.

2.1 Fourier Series

Traditionally, power transmission and distribution systems are based on alternating
current AC, a periodic sinusoidal signal with constant amplitude, frequency, and phase
parameters. However, these parameters can be distorted due to the presence of external
disturbances to the electrical power grid, which produces the superposition of harmonic
components to the fundamental signal. In this sense, it is necessary to mathematically
represent a periodic signal in the presence of harmonic distortion. A powerful tool for
the mathematical representation of this type of signals is the so-called Fourier series
[Tolstov, 1962].

Consider a signal s(t) with period T approximated by its associated Fourier series as

s(t) =
a0

2
+

N∑
n=1

[an cos(2nπft) + bn sin(2nπft)] (2.1)

where f is the frequency variable, N ≥ 1 is the number of harmonics contained in
the signal (with N → ∞), a0 is the average value of the function, and an, bn are
the coefficients of the series (named Euler coefficients [Tolstov, 1962]), which are the
rectangular components of the n-th harmonic, computed as follows.
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a0 =
1

T

∫ T

0

s(t)dt

an =
2

T

∫ T

0

s(t) cos

(
2πnt

T

)
dt

bn =
2

T

∫ T

0

s(t) sin

(
2πnt

T

)
dt.

(2.2)

Then, assume that signal (2.1) can be presented by

s(t) =
a0

2
+

N∑
n=1

An sin(αn t+ θn) (2.3)

where
An =

√
a2
n + b2

n and θn = tan−1

(
bn
an

)
(2.4)

are An the amplitude of the sinusoidal function, αn = 2πnf the angular frequency and
θn is the phase angle1. This mathematical representation will be used later in this thesis
to design an harmonic estimator.

2.2 Nonlinear Systems

Given a dynamic system is necessary to obtain its mathematical representation. In
modeling dynamic systems, it is possible to have two different approaches: the approach
of a linear system and that of a nonlinear system. Most of the problems from linear
systems have found solutions since linear systems have relatively simple closed analytical
solutions to many control problems as seen in [Chen, 2013]. Among them are the LQR,
pole placements, and PID control. In most cases, practical applications are also based
on linear controllers and handle nonlinearities by using linearized models. The nonlinear
control design is challenging to face many control engineering areas, including electric
power systems. Advances in future control performance will come from accommodating
the nonlinear nature of the systems more directly. Therefore, this thesis proposes a
nonlinear controller design to deal with the nonlinear behavior of the microgrid power
electronic converters in a full range considering dynamics that linear controllers may
ignore.

2.2.1. Nonlinear System Representation

When formulating a system model, important terms are the state variables which
are the minimum set of variables x1, x2, . . . , xn uniquely defining the system state. The

1 Note that the voltage and current waveforms in AC electrical systems can be described (or
approximated) by (2.1) for a given number of N .
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state variables are written as a vector x = [x1, x2, . . . , xn]T referred as the state vector.
A system may be static, when its state variables x1, x2, . . . , xn are time invariant, or
dynamic, when they are functions of time, that is x1(t), x2(t), . . . , xn(t). This thesis is
devoted to the analysis of dynamic systems modelled by a finite number of first order
coupled ordinary differential equations of the form

ẋ1 = f1(t, x1, . . . , xn, u)

ẋ2 = f2(t, x1, . . . , xn, u)

...
...

ẋn = fn(t, x1, . . . , xn, u)

(2.5)

where ẋi denotes the derivative of xi with respect to the variable t and u is a specified
input variable. By using vector notation it is possible to write the n first order differential
equations (2.5) as one n-dimensional first-order vector differential equation in a compact
form as

ẋ = f(t, x, u). (2.6)

Henceforth, a good part of this thesis will deal with the state equation without the
explicit presence of the input u, that is, the so-called unforced state-equation [Khalil,
2002].

f(x) = f(t, x). (2.7)

The unforced state equation will be used later in this thesis for the design of state
estimators, as seen in Chapter 4. For simplicity of notation, henceforth, the time
dependence on (2.6) and (2.7) will be omitted.

SDCF a Class of Nonlinear Systems

With the aim of finding a solution to the nonlinear optimal control problem, this
thesis is focused on a class of nonlinear systems that can be described in terms of
a nonlinear input-affine2 representation and then rewritten into the so-called state-
dependent coefficient factorization (SDCF). Therefore, consider a nonlinear system
given as

ẋ = f(x) +B(x)u+D, with y = h(x) (2.8)

where x, u and y are the state vector, the control input and the system output to be
controlled, respectively and D is a known bounded external disturbance term. From

2A nonlinear system in which the input appears linearly is called input-affine nonlinear system
[Sontag, 1998]. The general form of an input affine nonlinear system is given by a vector differential
equation ẋ = f(x) + g(x)u. It is important to mention that this structure is rather general in describing
dynamical systems and is suitable for the design of nonlinear controllers.

31 Serafin Ramos-Paz



2.3. NONLINEAR OPTIMAL CONTROL CHAPTER 2.

(2.8), assume that the nonlinear maps f(x) and h(x) are sufficiently smooth to be
rewritten into the state-dependent coefficient factorization3 [Cloutier, 1997], for which
the system factorization can be obtained as f(x) = A(x)x and h(x) = C(x)x. Based
on these conditions, system (2.8) can be represented as

ẋ = A(x)x+B(x)u+D, with y = C(x)x. (2.9)

Notice that the possible factorizations of A(x) and C(x) are not unique. Therefore, to
obtain adequate control structures, the aforementioned factorizations must fulfill the
controllability and observability properties as described in [Topputo et al., 2015]. It is
essential to mention that the SDCF represents a nonlinear dynamic system in terms of
a linear-like structure. Nonetheless, the SDCF is not a linearization of the system, and
despite the factorization, the nonlinear nature of the system is preserved. In addition,
the SDCF is required in order to solve the nonlinear optimal control problem through
the associate state-dependent Riccati equation as seen in [Ornelas-Tellez et al., 2014].

2.3 Nonlinear Optimal Control

In an optimal control problem for a dynamic system described as (2.6), the control
objective is to find an admissible control input u : [t0, t∞] → Ω ⊆ Rm generating
the corresponding state trajectory x : [t0, t∞] → Rn such that the cost functional J
is minimized. This thesis solves the nonlinear optimal control problem through the
State-Dependent-Riccati Equation (SDRE), which is the solution of the Hamilton-
Jacobi-Bellman (HJB) equation. Therefore considering a nonlinear system described as
(2.6), then it is possible to rewrite it into the SDCF as (2.9) to solve their associated
SDRE.

2.3.1. Nonlinear Optimal Tracking Controller Design

For the optimal tracking controller synthesis, the cost functional associated with
system (2.9), is defined by

J =
1

2

∫ ∞
t0

(
εTQε+ uTRu

)
dt (2.10)

being ε the tracking error defined as

ε = r − C(x)x (2.11)
3It is worth mentioning that (2.9) includes the case of a linear-time invariant (LTI) system, where

A(x) and B(x) (which are the factorized system matrices) become constant matrices; accordingly, the
optimal control methodology can be directly employed in LTI systems.
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where r is the desired reference that the system output y must track, with positive definite
and symmetric matrices Q and R that, respectively, weight the controller performance.
Where matrix Q weights the tracking error minimization and R the control expenditure.
Therefore, the objective of the nonlinear optimal tracking controller is to determine a
nonlinear control law u∗(x) for (2.9) such that the system output tracks the desired
reference signal, and at the same time, achieve the minimization of (2.10). The optimal
control solution for SDCF systems is described in the following theorem taken from
[Ornelas-Tellez et al., 2014].

Theorem 1. Assuming controllability and observability for system (2.9), the nonlinear
optimal control law

u∗(x) = −R−1BT (x)(Px− z) (2.12)

guarantees the trajectory tracking for system (2.9) output toward the desired reference
r, where matrix P is obtained from the solution of

Ṗ = −CT (x)QC(x) + PB(x)R−1BT (x)P − AT (x)P − PA(x) (2.13)

while z is the solutuion of

ż = −
[
A(x)−B(x)R−1BT (x)P

]T
z − CT (x)Qr + PD (2.14)

with the respective boundary conditions P (∞) = 0 and z(∞) = 0. The controller (2.12)
is said to be optimal in the sense minimizing the cost functional (2.10), which has an
optimal value function given by

J∗ =
1

2
xT (t0)Qr +

1

2
zT (t0)x(t0) + ϕ(t0) (2.15)

where ϕ is the solution of the scalar differential function

ϕ̇ = −1

2
rTQr +

1

2
zTB(x)R−1BT (x)z. (2.16)

Proof. See Appendix A.
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ẋ = A(x)x+B(x)u+D

y = C(x)x

Nonlinear

D

Optimal tracking
Controller

Eqns. (2.12)-(2.14)

r y
x

Figure 2.1: Nonlinear optimal tracking control scheme (block diagram).

The nonlinear optimal tracking controller implementation is described in terms of a
control block diagram as depicted in Figure 2.1.

2.3.2. Nonlinear Optimal Control: A Robust Approach

Notice that the nonlinear optimal tracking controller (2.12)-(2.14) requires the
complete knowledge of the system (2.9) in terms of its parameters related with matrices
A(x), B(x) and C(x) which for practical applications may be uncertain or unknown in
addition to the fact that the system may be subject to bounded external disturbances.
Although optimal control provides robustness properties in terms of its phase margin
[Astrom, 2006], if a more robust control design is required, it is possible to improve the
nonlinear optimal tracking controller to reject parametric uncertainties and external
disturbances by adding an integral control action to the controller. The nonlinear
optimal tracking control design is defined as follows. Consider a nonlinear system
described in the general form by a set of differential equations as

ẋ = f(x) + g(x)u+D

y = h(x)
(2.17)

where x ∈ Rn is the state vector, u ∈ Rm is the control input vector, y ∈ Rp is the
system output vector, and D is a bounded unknown disturbance term; now consider
the following assumption.

Assumption 1. Functions f(x) and h(x) are sufficiently smooth and they can be
decomposed into the so-called state-dependent coefficient factorization (SDCF)(2.9).

Therefore under Assumption 1, system (2.17) can be rewritten as

ẋ = A(x)x+B(x)u+D

y = C(x)x.
(2.18)
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The main objective of the nonlinear optimal robust tracking controller is to make the
system output to track a desired reference signal in the presence of bounded external
disturbances and, at the same time, achieve an optimization criterion mathematically
described by a given performance index. In this sense, consider the tracking error (2.11),
then assuming that system (2.17) may be perturbed or uncertain, an integral term is
added in order to provide robustness properties to the controller defined as

Φ̇ = −ε (2.19)

where Φ ∈ Rp is a vector of integrators for system (2.17) with p outputs and ε is an
error vector. Therefore, an augmented system can be stated, which includes the integral
vector as

ẋa = Aa(xa) +Ba(xa)u+Da

ya = Ca(xa)xa
(2.20)

where the augmented state vector and matrices are defined as

ẋa =

[
Φ̇

ẋ

]
=

[
−ε

A(x)x+B(x)u+D

]
, Aa(xa) =

[
0 C(x)

0 A(x)

]
(2.21)

Ba(xa) =

[
0

B(x)

]
, Ca(xa) =

[
0 C(x)

]
, Da =

[
−r
D

]
. (2.22)

The nonlinear optimal robust controller for (2.20) is designed considering the following
assumptions:

Assumption 2. The pair [Aa(xa), Ba(xa)] is controllable and the pair [Aa(xa), C(xa)]

is observable.

Assumption 3. The state vector xa is available for feedback4.

Under Assumptions 1-3, the nonlinear optimal and robust control law results in

u∗ = −R−1Ba(xa)(Pxa − z) (2.23)

where (2.23) achieves robust trajectory tracking control for system (2.17) along the
desired trajectory r as established in [Ornelas-Tellez et al., 2013]. Where P is the

4Assumption 2 is related to the existence and uniqueness of the Riccati equation solution, while
Assumption 3 implies that the full state vector is available for measurements, but when a state is
unavailable, and observer can be implemented for estimating the full state vector.
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solution of the state-dependent Riccati differential equation and z is the solution of
vector differential equation, respectively given by

Ṗ = −Qa + PBa(xa)R
−1BT

a (xa)P − ATa (xa)P − PAa(xa) (2.24)

ż = −
[
Aa(xa)−Ba(xa)R

−1BT
a (xa)P

]T
z(xa) + PDa − Ca(xa)TQr (2.25)

with boundary conditions P (∞) = 0 and z(∞) = 0. For system (2.17), the proposed
nonlinear optimal and robust control law 5 (2.23) is said to be optimal in the sense of
minimizing the performance index given by

J =
1

2

∫ ∞
0

(
ΦTQIΦ + εTQε+ uTRu

)
dt (2.26)

where QI is a matrix weighting the integrators gains for Φ, Q is a positive definite
matrix weighting the performance of the state vector in terms of the tracking error, and
R is a positive definite matrix weighting the control effort. That is, if more importance
is given to the tracking error performance, a greater value for Q must be selected, or by
reducing the value of R the control expenditure will be reduced.

ẋ = A(x)x+B(x)u+D

y = C(x)x

D

yΣ1
SΣ

Nonlinear Optimal
Tracking Controller
Eqns. (2.23)-(2.25)

r
+

−

+

+

Figure 2.2: Nonlinear optimal tracking robust control scheme (block diagram).

The nonlinear optimal robust tracking controller (2.23)-(2.25) implementation is de-
scribed in terms of a control block diagram as depicted in Figure 2.2.

2.4 Sliding Mode Control

In the formulation of any practical control problem, there will always be a dis-
crepancy between the actual plant and its mathematical model. These discrepancies
arise from unknown external disturbances, parametric uncertainties, and unmodeled

5The proof of the stability and convergence of this controller can be seen in [Moreno and Osorio,
2008]. It is worth mentioning that by the addition of an integral term, the controller gains robustness
properties. Nonetheless, the infinite gain margin of the optimal controller is lost according to the
Nyquist criterion [Franklin et al., 2010]. Therefore, proper tuning of the controller gains must be
performed in order to avoid oscillations or instability issues.
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dynamics. Therefore designing control algorithms capable of providing the desired
performance under disturbances or uncertainties is a challenging task. Controllers which
deal with these issues are called robust controllers. One particular approach to robust
control design is the so-called sliding mode control. Unlike nonlinear optimal control,
the sliding mode control approach is not model-based. In this sense, the control by
sliding modes offers a robust control strategy in the face of uncertain dynamics and
models, which can be controlled through the appropriate design of a sliding variable
depending on the desired control objectives.

2.4.1. Sliding Mode Controller Design

Systems driven by sliding mode control (SMC) can be described by a set of nonlinear
discontinuous differential equations. Since the classical solutions of differential equations
do not hold for the case of sliding mode control, two different approaches are typically
used in order to analyze systems under SMC: the Filippov’s method and the equivalent
control [Ferrara, 2017]. In order to illustrate the sliding mode control concept, consider
a nonlinear system described as follows.

ẋ = f(t, x, u) (2.27)

being x the state vector and u the control input. Assume that f(·) is sufficiently smooth
and differentiable with respect to x. Then, consider a function σ(x) to be defined as the
sliding variable, which is the output variable, and assume that it is differentiable. Let
define the sliding manifold or surface with the following restriction in the state space:

S = {x : σ(x) = 0} (2.28)

The ideal sliding mode occurs on the manifold (2.28) if the state x(t) evolves in the
time satisfying the condition.

σ(x(t)) = 0, ∀t > tr (2.29)

where tr is a finite time. During the sliding motion, the system dynamics are restricted
to move along the manifold (2.28), and thus this restricted movement implies the order
reduction of the system. If the control u = u(x) in (2.27) is discontinuous, then the
resulting closed-loop system takes the form:

ẋ = f c(x) (2.30)

where f c : Rn → Rn is discontinuous with respect to the state vector.
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Sliding Manifold Design

Consider a first-order scalar system defined as

ẋ = f(x) + u (2.31)

where x is the state vector, u is the control input and f(·) is an uniformly bounded
function such that |f(x)| ≤ Γ+, where Γ+ is a positive scalar. The sliding mode control
objective is to bring to zero in a finite-time the states of the system in spite of the
dynamics of f(x). To reach this control objective, a discontinuous control function of
the state is introduced. Then, the so-called conventional sliding mode control is defined
as

u = −γ sign(σ(x)) (2.32)

where σ(x) ∈ R→ R is called the sliding variable, and γ is a constant that satisfies the
restriction γ > Γ+. One of the major drawbacks of conventional sliding modes is the
discontinuous control function (2.32), which induces the chattering effect at the system
output, which is an undesirable characteristic for practical applications.

Super-twisting Algorithm

σ̇

σ

Figure 2.3: Super-twisting algorithm phase trajectory.

The discontinuous high-frequency switching sliding mode control is designed to drive
the sliding variable to zero, which yields the solution to the output tracking problem
y(t)→ yc(t) as the time increases, despite the presence of bounded disturbances ϕ(y, ẏ, t).
In many cases, high-frequency switching control is impractical, and continuous control
is necessary. The super-twisting algorithm has been developed to control systems
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with a relative degree one [Khalil, 2002] in order to avoid the chattering effect in
variable structure control. Also, in this case, the trajectories on the 2-sliding plane
are characterized by a twisting around the origin (see Figure 2.3). In this sense, the
continuous control law u(t) is constituted by two terms; the first term is defined by
means of its discontinuous time derivative, while the other is a continuous function of
the available sliding variable. The super-twisting controller design is given as follows.
Consider the first-order nonlinear system

ẋ = f(x, t) + u (2.33)

Where x is the state vector, u is a scalar input to be defined and f(x, t) is a C1 function
with a bounded first order derivative, i.e.

||ḟ(x, t)||∞ ≤ Γ1, Γ1 ≤ ∞ (2.34)

Where Γ1 is an upper-bounded scalar function. If the sliding function is defined as
σ = x. Then, the super-twisting controller takes the following form

u = −λ1|σ|1/2sign(σ) + u1

u̇1 = −λ2 sign(σ).
(2.35)

Where λ1 and λ2 are positive constants that are chosen such that:

λ2 > Γ1

λ1 is chosen such that, there exists a pair of positive matrices P and Q such that
P = PT > 0 and Q = QT > 0. Then the following Lyapunov equation has a
solution given by

PM +MTP = −Q (2.36)

where

M =

[
−λ1 1

−2 (λ2 − Γ1) 0

]
. (2.37)

Accordingly with [Moreno and Osorio, 2008], when the super-twisting controller (2.35)
is applied to system (2.33) satisfying the inequality (2.34), then the sliding variable σ
and its first-order derivative are enforced to converge to zero after a finite time transient.
Notice that the super-twisting algorithm (2.35) does not require any information on
the time derivative of the sliding variable. In addition, the following properties are
exhibited by the super-twisting control formulation [Sctessel et al., 2012]:

The super-twisting controller (2.35) is a second order sliding mode control, since
it drives both σ, σ̇ → 0 in finite time.
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The super-twisting controller (2.35) is continuous since both λ1|σ|1/2sign(σ) and
the term λ2

∫
sign(σ)dt are continuous. Now, the high-frequency switching term

sign(σ) is hidden under the integral.

2.5 Nonlinear Optimal Tracking Control in Combina-

tion with Sliding Modes Controller

The objective of this research focuses on microgrid local control and power con-
ditioning applications through power electronic converters, which present nonlinear
dynamics in conjunction with their interaction with the electrical power grid. In this
sense, this thesis proposes a novel control scheme based on nested control loops to
control the electrical power grid variables such as voltage and power factor through the
power electronic converter control, as will be described later in this thesis in Chapter 4.
Thus, in this section, a nested control scheme based on the combination of nonlinear
optimal control and sliding modes is presented.

2.5.1. Controller Design

The proposed nested control scheme is described as follows. Consider two coupled
nonlinear dynamic systems with different time scales and different dynamic responses.
The system with the fastest time response will be called the inner system, and the
system with the slowest time response will be the external system. The control objective
is to regulate an external system variable by tracking a given reference signal. In this
sense, it is proposed to design a sliding variable defined as

σ = r1 − x1 (2.38)

where r1 is the external control reference, which for the particular case of microgrid
control, could be provided by a higher hierarchy microgrid control level, and x1 is the
state variable to be controlled. The sliding variable (2.38) enters to a super-twisting
sliding mode controller (2.35) whose output commands a reference control signal to the
inner control loop based on nonlinear optimal tracking controller (2.12)-(2.14), which
directly controls the inner system dynamics and produces an output signal that couples
both systems dynamics.
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ẋ1 = A(x1)x1 +B(x1)u1 +D1

y1 = C(x1)x1

ẋ2 = f(x2, x1) +D2

y2 = h(x2)

Nonlinear
Optimal tracking

Controller
Eqns. (2.12)- (2.14)

Σ
Super-twisting

Sliding mode Controller
Eqns. (2.35)

D1 D2

r1σr2

u∗ x1 x

+

−

Figure 2.4: Nonlinear optimal tracking robust control scheme (block diagram).

The proposed nonlinear optimal tracking controller in combination with sliding modes
is described in terms of a control block diagram as depicted in Figure 2.4. It is essential
to mention that the inner control loop based on nonlinear optimal tracking control is a
model-based approach that requires the complete knowledge of the system. Nonetheless,
for the particular application of microgrid control and power conditioning applications,
the power electronic converter dynamic model is known since it depends mainly on
the filter design. Therefore, under this assumption, it is possible to directly apply the
nonlinear optimal tracking controller to the power electronic converter with a reference
signal commanded by an outer control loop based on super-twisting sliding modes.
Then, the external control loop is based on sliding modes because it is intended to
control a microgrid variable dependent on an unknown dynamic model. In this sense,
sliding modes are capable of controlling uncertain systems by means of the proper
design of the sliding variable.

2.6 Power Electronic Converters Modelling

The integration of distributed generation sources based on renewable energy to the
electrical power grid relies on power electronic converters, which allow transforming
electrical power into different formats to transport it through transmission and distribu-
tion power grids or the consumption at load centers. This section presents the modeling
of the power electronics elements, which are the critical components for microgrid and
power conditioning designs used to achieve the desired control objectives. Such as
the inverters in their single-phase and three-phase configurations, the Boost converter,
Buck converter, and the bidirectional converter. In addition, a mathematical tool
that facilitates the representation and modeling of the aforementioned power electronic
converters is presented.
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2.6.1. The dq0 Transformation

The analysis of three-phase electrical systems introduces considerable complexity
in solving machine and power system problems. An appropriate transformation of the
variables obtains a much simpler form, leading to a reduced order system (in terms of
its dynamic model). In this sense, the direct-quadrature-zero dq0 transformation is a
tensor that rotates the reference frame of a three-phase element. This transformation
can be used to rotate the reference frame of the AC waveforms. Therefore, they can
be represented as DC signals to simplify the calculations and then perform an inverse
transformation to recover the actual three-phase system in the abc frame. To perform
the dq0 transformation, consider a three-phase time-domain quantity, for example,
voltage or current in a three-phase system. Let these three quantities to be denoted
as xa(t), xb(t) and xc(t). The transformation from the abc phase variables to the dq0
variables can be written in the following matrix form

T =
2

3

 cos θ cos
(
θ − 2π

3

)
cos
(
θ + 2π

3

)
− sin θ − sin

(
θ − 2π

3

)
− sin

(
θ + 2π

3

)
1
2

1
2

1
2

 (2.39)

and

xdq0 = Txabc (2.40)

where the transformed vectors are defined as

xdq0 =
[
xd xq x0

]T
xabc =

[
xa xb xc

]T
(2.41)

The angular variable θ is selected arbitrarily; it can be a function of the time where
ω = dθ

dt
. The choice of ω leads to different transformation matrices. In the case of an

unspecified ω, the resulting reference frame is called an arbitrary reference frame. One
may additionally choose a stationary reference frame, where ω = 0, is a synchronous
rotating reference frame.
Notice that the transformation T in (2.40) can be visualized as a projection of three
stationary vectors with lengths xa, xb and xc and separated by 120◦ onto a reference
frame where the d and q axes are shown in Figure 2.5. By using the dq0 transformation
the following expressions are defined xd

xq

x0

 =
2

3

 cos θ cos
(
θ − 2π

3

)
cos
(
θ + 2π

3

)
− sin θ − sin

(
θ − 2π

3

)
− sin

(
θ + 2π

3

)
1
2

1
2

1
2


 xa

xb

xc

 (2.42)

And the inverse transformation is given by
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xc(t)

xb(t)

xa(t)

xq(t)

xd(t)

θ

speed = ω

Figure 2.5: Visualization of the dq0 transformation with an arbitrary reference
frame.

 xa

xb

xc

 =

 cos θ − sin θ 1

cos
(
θ − 2π

3

)
− sin

(
θ − 2π

3

)
1

cos
(
θ + 2π

3

)
− sin

(
θ + 2π

3

)
1


 xd

xq

x0

 (2.43)

The dq0 transformation will be used in the subsequent section of this Chapter to
model the grid-connected three-phase converter more straightforwardly. It is essential
to mention that the fundamental reason to transform the three phase instantaneous
voltages and currents into the dq0 reference frame is to reduce the number of dynamic
equations of the system to simplify computations. In addition, linear control approaches
use the dq0 transformation to convert the time-varying magnitudes of an electrical
system into constant variables in a rotatory reference frame, and by doing so, linear
controllers like PID control which are not capable of tracking efficiently time-varying
reference signals now in the new reference frame can track the signals. However, one of
the main limitations of the dq0 transformation is the assumption of the existence of a
balanced three-phase system.

2.6.2. Inverter Filter Selection

An L filter or LCL filter is usually placed between the inverter and the grid to
attenuate the switching frequency and the harmonics produced by the grid-connected
inverter. There are several types of filters, the simplest variant is the L inductive filter
connected to the inverter’s output. Nonetheless, combinations like LC and LCL filters
are also used. Each of these configurations has advantages and disadvantages relative
to one another. Below three filter configurations and their main features are presented.
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L Filter

The L filter is a first-order filter with an attenuation of 20dB/decade over the whole
frequency range. The L filter application is suitable for converters with high switching
frequency. In addition, the L filter significantly decreases the dynamics of the system
filter in comparison with LCL filters. The L filter topology for grid-connected inverters
is depicted in Figure 2.6.

Li
VSI

Figure 2.6: L filter topology for grid connected inveters.

LC Filter

The LC filter is a second-order filter, which has a better damping behavior in com-
parison with the L filter. The second-order filter provides 40dB/decade of attenuation
after the cut-off frequency. Nonetheless, it presents a peaking at the resonant frequency.
On the one hand, the high capacity of this filter has a positive effect on power quality
(in terms of the harmonic reduction [Mahamad et al., 2004]). On the other hand, a
high inductance value is required to achieve demanded cut-off frequency of the filter.
In addition, the resonant frequency of the LC filter is dependent on the grid impedance,
which is a not desired characteristic for practical implementations of power electronic
converters. The LC filter topology is described in Figure 2.7.

Li

C

VSI

Figure 2.7: LC filter topology for grid connected inveters.

LCL Filter

An LCL filter is often used to interconnect an inverter to the main utility grid in
order to filter the harmonics produced by the inverter. The attenuation of the LCL
filter is 60dB/decade for frequencies above the resonant frequency. Therefore, a lower
switching frequency for the converter can be used. The LCL filter also provides a better
coupling between the filter and the grid impedance and a lower current ripple across
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the inductor. Nonetheless, the LCL filter increases the system order in comparison with
a simple L filter. However, the LCL filter has been widely reported to be an effective
filter for grid-connected inverters. Proper selection of the values of the inductor and
capacitor for an LCL filter is an important criterion in order to improve the power
quality. The LCL filter topology for a grid-connected inverter is described in Figure 2.8.

Li

C

Lg
VSI

Figure 2.8: LCL filter topology for grid connected inveters.

To design LCL filters, several characteristics of the filter have to be considered, such as
the current ripple, switching ripple attenuation, size of the filter, etc. The parameters
required to design the filter circuit are the DC link voltage Vdc, fundamental voltage
output of the inverter Vi, Vp the per-phase voltage, the rated active power Pn, switching
frequency fs, and the fundamental grid frequency fg. The LCL filter design is based on
the following steps:

1. Compute the base impedance Zb, base inductance Lb, base capacitance Cb and
rated peak-to-peak current Imax as

Zb =
V 2
p

Pn
, Lb =

Zb
2πfg

, Cb =
1

2πfgZb
(2.44)

2. Choose the desired ripple attenuation ∆Imax and calculate the minimum value of
the inverter-side inductor as

Ls =
Vdc

6fs∆Imax
, (2.45)

where

∆Imax = 0.1Imax, with Imax =
Pn
√

2

3Vp
(2.46)

3. Select the value of the capacitor. The filter capacitor is designed considering
the maximum power factor variation at the grid side of 5%, resulting the filter
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capacitance Cf = 0.05Cb. This is

Cf ≤ kcCb (2.47)

where kc is chose generally as 5% or lower.

4. Select the desired current ripple reduction by choosing the adequate grid-side
inductor Lg parameter in terms of the inverter-side inductor Li as

Lg =

√
1
k2a

+ 1

ω2
swCf

(2.48)

where ka is the per-unit desired attenuation rate, and ωsw is the switching frequency
angular speed. In most cases the grid-side inductor is designed considering a 20%

of the inductor value connected at the inverter side. This will provide a better
attenuation at the frequency above the 50th harmonic and can be calculated as
in [Mallick, 2020], thus the grid side inductor is computed as follows

Lg = 0.2Li (2.49)

5. Compute the resonance frequency fr, and verify if it is within the established
limits to avoid resonance issues (which can be harmful to the electrical network),
where fr is computed as follows

fr =

√
Ls + Lg
LsLgC

, and 10fg ≤ fr ≤
1

2
fs (2.50)

It is important to mention that there are different approaches to calculate the parameters
of an LCL filter, for which optimization techniques can even be used depending on the
filter response, as shown in [Rodriguez-Lopez et al., 2019].

2.6.3. Pulse Width Modulation

In order to convert the control signals into drive pulses of the power electronics
devices, that control the amplitude and frequency of the output voltage of a VSI, a
modulation strategy such as pulse width modulation (PWM) [Holmes, 2003] is necessary.
In this sense, for PWM inverters, the following control is possible:

Linear control of the fundamental output voltage.

Control of frequency of the fundamental output voltage.
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Control of the harmonics included in the output voltage.

To improve the performance of power electronics control, a variety of PWM techniques
have been proposed ever since the sinusoidal pulse width modulation (SPWM) was
first introduced in 1964 [Kim, 2017]. For this research, the considered PWM technique,
generates pulses for a carried-based PWM converters using a two level topology based
on conmmutated devices (FET’s, GTO’s or IGBT’s) of single or three-phase bridges.
The pulses are generated by comparing a triangular carrier waveform to a reference
modulated signal, based on the following rule:

Voltage reference vref > triangular carrier : upper switch is turn on.

Voltage reference vref < triangular carrier : lower switch is turn on.

The amplitude, phase, and frequency of the reference signal are used to set the output
voltage of the inverter bridge triggered by the PWM signals. The two pulses firing the
two switching devices of a given arm bridge are complementary. Figure 2.9 shows the
two pulses generated by the PWM when it’s programmed to control a one-arm bridge.

Time (s)

Figure 2.9: Pulse width modulation in converter bridge.

The devices for power electronic converters applications are selected according to the
required power capacity and switching frequency. The GTO thyristor and IGCT have a
high-power handling capability, but their switching frequency is very low, being below 1

kHz. The IGBT is now most widely used for medium- to high-power applications. Some
of the IGBTs have switching frequencies up to 100 kHz, but most are normally below
20 kHz. The MOSFET, which can support a high switching frequency beyond 100
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kHz, is the most suitable device for small-power applications. For inverter applications,
commonly a higher switching frequency leads to fewer harmonics [Kim, 2017], fixed
frequency PWM-based power electronic converters have tipical values of 20 kHz to 100

kHz. In this research it is considered the use of IGBT power electronic based devices.

−

+ u3u1

u4u2

Output voltage

Figure 2.10: Two arm bridge (4 pulses) configuration.

Figure 2.10 shows the self-commutated devices of a two arm bridge. The four pulses
are generated by a PWM technique where pulses 1 and 3 fire the upper devices of the
first and second arm while pulses 2 and 4 fire the lower devices.

2.6.4. Single-Phase Inverter

Vcc

Rf Lf
if

Vs

u1

u3

u2

u4

+

−

Figure 2.11: Single phase inverter with L filter.

One of the critical elements used in the subsequent Chapters of this thesis is the
single-phase inverter. This element can convert the DC power, which may be derived
from a renewable energy resource (i.e., battery, solar panel), into AC waveform. The
inverter is built of switching devices activated through a proper modulation technique
(i.e., pulse width modulation PWM); thus, the way in which the switching takes place
in the inverter produces the required output. A two-level inverter is considered in
combination with the proper filter, which will be later used in order to fulfill the
microgrid local control objectives and power conditioning applications such as ancillary
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services. For this thesis and the further application of this converter as an active power
filter, a simple L filter is considered to simplify the system dynamics.

Single Phase Inverter Dynamic Model

Consider the circuit configuration as described in Figure 2.11. Then, the single-phase
inverter with L filter dynamic model is expressed by

Lf
dif
dt

= −Rf if + Vccu− Vs (2.51)

where if is the output inverter current, Vcc is the source DC voltage, Vs is the AC node
voltage, Lf and Rf are the inverter output filter inductance and resistance, respectively,
and u ∈ [0, 1] is the control input used to modulate the PWM duty cycle in the inverter.
It is important to notice that the dynamic model (2.51) is suitable for the nonlinear
optimal tracking controller (2.12)-(2.14) described in the previous section, and it will
be later used for power conditioning applications within this thesis. In addition, it is
possible to implement different configurations of power electronic converters, such as
multilevel converters [Can and Sayan, 2018]. In this work, a two-level power electronic
converter is used with an inductive output filter as a shunt current source, which in
combination with the proposed nonlinear optimal controller, can provide a wide range
of ancillary services to a power system node, such as harmonics and reactive power
compensation while taking advantage of the existing infrastructure of typical industrial
applications such as distributed generation systems.

2.6.5. The Grid-Tied Three-Phase Inverter

A three-phase inverter circuit (see Figure 2.12) converts the DC power supply into
three-phase AC power output, where the three arms are normally shifted by an angle
of 120◦ to generate a three-phase signal. In this thesis, it is considered the LCL filter
connected at the three-phase inverter output to reduce the harmonic distortion and
effectively couple the DC power source and the electrical power grid.

Vcc

Ls Rs

C

Lg Rg

u1 u3 u5

u2 u4 u6

Figure 2.12: Three-phase grid-connected inverter.
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Three-Phase Inverter Dynamic Model

Ls Rs Lg Rg

VgE C Rc

Figure 2.13: Single-phase equivalent circuit of a grid-tied power electronics
converter with an LCL filter.

For simplicity of calculations, consider the single-phase equivalent circuit for the grid-
connected three-phase inverter with a LCL filter as seen in Figure 2.13, where the
dynamic equations of the circuit per phase are modeled on the abc reference frame by
applying the Kirchhoff laws are given by

dis
dt

=
1

Ls
E − Rs

Ls
is −

1

Ls
Vc

dig
dt

= −Rg

Lg
ig +

1

Lg
Vc −

1

Lg
Vg

dVc
dt

=
1

C
is −

1

RcC
Vc −

1

C
ig

(2.52)

where Ls, Rs are inductance and resistance on the inverter-side respectively, C is the
filter capacitor in parallel with the internal capacitor resistance Rc, Lg and Rg are the
inductance and equivalent resistance on the grid-side respectively, E represents the
output voltage of the three-phase inverter, Vg is the AC voltage of the utility grid, is
is the current flowing through the LC branch on the inverter side, ig is the current
flowing through the utility-grid branch and Vc is the voltage on the filter capacitor.
In order to simplify the number of dynamic equations of the system and for the later
control purposes, the dynamic equations (2.52) are transformed into the dq0 reference
frame through the Park’s transformation (2.40), resulting in the following system of
equations.
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disd
dt

= −Rs

Ls
isd +

1

Ls
Ed −

1

Ls
Vcd + ωisq

disq
dt

= −Rs

Ls
isq +

1

Ls
Eq −

1

Ls
Vcq − ωisq

digd
dt

= −Rg

Lg
igd +

1

Lg
Vcd −

1

Lg
Vgd + ωigq

digq
dt

= −Rg

Lg
igq +

1

Lg
Vcq −

1

Lg
Vgq − ωigd

dVcd
dt

= − 1

RcC
Vcd +

1

C
isd −

1

C
igd + ωVcq

cVcq
dt

= − 1

RcC
Vcq +

1

C
isq −

1

C
igq − ωVcd.

(2.53)

For control purposes, the utility grid voltage can be mathematically modeled as a known
disturbance term, generated by an exosystem represented as

dVgd
dt

= 0
dVgq
dt

= 0 (2.54)

with initial conditions Vgd(0) = Vp and Vgq(0) = 0, where Vp is the amplitude of
the sinusoidal waveform Vg. The three-phase inverter will be used in the subsequent
Chapters of this thesis, along with a nonlinear robust controller in order to provide an
effective solution for the power-sharing between the microgrid distributed generation
units and the main utility grid.

2.6.6. The Boost Converter

Previous to a DC to AC conversion process, the electrical power derived from a
constant DC power source or a renewable energy resource such as a solar panel or
battery needs to be stepped up. In this sense, the Boost converter or step-up converter
[Mohan, 2003] is a DC-DC power electronic device that steps up a DC voltage input to
its output while stepping down the current.

Vdc

L D

C RLu1 K1 v0

+

−

Figure 2.14: Boost-converter.
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Boost Converter Dynamic Model

According to Figure 2.14, the dynamics of the Boost converter can be described
as follows [Khalil, 2015]. When the switch K1 is in the u1 = 1 position, the dynamic
model of the system is

L
diL
dt

= Vdc, C
dvo
dt

= − vo
RL

(2.55)

while the switch is in the position u1 = 0, the model yields to

L
diL
dt

= −vo + Vdc, C
dvo
dt

= −iL −
vo
RL

. (2.56)

Then, equation (2.55) and (2.56) can be written as

L
diL
dt

= −(1− u1)vo + Vdc

C
dvo
dt

= (1− u1)iL −
vo
RL

(2.57)

where u1 is a discrete variable that takes the values 0 or 1, RL is the load resistance, iL is
the current flowing through the coil L with an internal resistance r and vo is the output
voltage measure at C. Notice that the Boost converter experiences a non-minimum
phase behavior 6 with respect to a voltage output, then in order to deal with the
non-minimum phase behavior of the system, a current output is selected as the control
variable, where the desired current reference is given by

iref =
V 2
ref

VdcRL

(2.58)

where Vref is the reference voltage for the DC bus, Vdc is the DC voltage in the power
supply side, and RL is the load resistance connected to the DC bus.

2.6.7. The Bidirectional Buck-Boost Converter

The bidirectional converter is one of the main components for connecting energy
storage systems in microgrids since it allows the power exchange between the energy
storage unit and the DC bus in a microgrid.

6The minimum phase property is described for linear systems when all the zeros of the transfer
functions have negative real parts. Non-minimum phase system: It is a system in which some of the
poles and zeros may lie on the right side of the s-plane [Khalil, 2002].
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, rL

C

−+ Vdc

Storage

u2 K2

u1 K1

Figure 2.15: Proposed bidirectional Buck-Boost converter.

One of the most common power electronic configurations is the bidirectional DC/DC
power electronic converter, as seen in Figure 2.15, which is formed by a Buck and a
Boost circuit in an anti-parallel configuration as seen in [Pinto et al., 2013],[Xiao-li and
Da-qiang, 2012]. This converter is among the most widely used type of bidirectional
converters and is recognized to be the basic structure of the bidirectional power con-
verters. The operation of the proposed configuration is divided in two modes; charging
mode and discharging mode. For this thesis, from now on, it will be considered an
energy storage device based on supercapacitors, where the supercapacitor array can be
modeled by its equivalent electrical circuit as seen in [Zhang et al., 2018b].

Supercapacitor Dynamic Model

Consider the bidirectional power electronic converter as seen in Figure 2.15.

Rs

Rp CB

+

−

Vc uc

+

−

i

Figure 2.16: Supercapacitor equivalent model.

Equivalent circuit models for supercapacitors, employ parameterized RC networks to
mimic the electrical behavior of the supercapacitor and the ease of implementation in
terms of ordinary differential equations. The most common supercapacitor model is
depicted in Figure 2.16, which is the simplest supercapacitor model with an equivalent
circuit represented by a resistor connected in series with a capacitor with another added
parallel resistor which emulates the self-discharge supercapacitor phenomenon. The
dynamic model of the classical supercapacitor model is described as follows.
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duc
dt

= − 1

CBRp

uc +
1

CB
i

Vc = uc + iRs

(2.59)

where Vc denotes the output voltage of the supercapacitor model, Rs is the internal
resistance including the electrolyte resistance and contact resistance, Rp is used in order
to simulate the self-discharge phenomenon, uc is the voltage across the capacitor and i is
the charging current. More complex models to represent the dynamics of supercapacitors
can be obtained from the literature as seen in [Zhang et al., 2018a, Zhang et al., 2018b].
However, this will depend on the physical phenomena to analyze, such as the state
of charge (SOC) of the capacitor or its thermal characteristics, more details about
supercapacitor modeling can be consulted in [Zhang et al., 2018b].

Bidirectional Converter Charging Mode

D

L
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RP CB−+Vdc
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Figure 2.17: Bidirectional converter charging mode.

During the charging mode of the bidirectional DC/DC power converter the switch
K2 is controlled by a PWM signal (u2 ∈ {0, 1}) while the switch K1 is open u1 = 0.
Therefore, the bidirectional converter is operated as a Buck converter, and the power
flows from the DC bus to the energy storage device. Then, the dynamic model of the
converter becomes as follows.

L
diL
dt

= −riL − VC + Vdcu2

C
dVC
dt

= iL −
1

Rs

VC +
1

Rs

VCB

CB
dVCB

dt
=

1

Rs

VC −
(

1

Rs

+
1

Rp

)
VCB

(2.60)

During the charging mode, the control objective is to regulate the current flowing
through the coil considering the configuration as described in Figure 2.17.
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Bidirectional Converter Discharging Mode
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Figure 2.18: Bidirectional converter discharging mode.

While discharging, the bidirectional DC/DC power converter operates as a Boost
converter. During this configuration, only the switch K1 is controlled by a PWM signal
(u1 ∈ {0, 1}) while the switch K2 is open (u2 = 0). Therefore the power flows from
the energy storage device to the DC bus considering the following dynamic model as
depicted in Figure 2.18. Therefore, the dynamic model of the bidirectional converter
becomes

L
diL
dt

= −riL − VC + (1− u1)Vdc

C
dVC
dt

= iL −
1

Rs

VC +
1

Rs

VCB

CB
dVCB

dt
=

1

Rs

VC −
(

1

Rs

+
1

Rp

)
VCB

.

(2.61)

Bidirectional Control Structure

Intending to have a complete system in terms of charging and discharging operative
modes of the bidirectional DC/DC power converter, it is possible to consider the
following dynamic model.

L
diL
dt

= −riL − VC + ΘVdc

C
dVC
dt

= iL −
1

RB

VC +
1

Rb

VCB

CB
dVCB

dt
=

1

RB

VC −
(

1

RB

+
1

Rp

)
VCB

(2.62)

where Θ is the control input given by

Θ = (ζu1 + (1− ζ) (1− u2)) (2.63)
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The parameter ζ is defined in order to switch between the two operative mode of the
bidirectional converter where

ζ = 1→ Buck operative mode.

ζ = 0→ Boost operative mode.

It is essential to mention that the function ζ can be generated by a higher control
level entity (intelligent controller) which, based on the measured information, decides
whether to change the bidirectional converter structure and then apply the proper local
controller. The bidirectional power electronic converter along with a proposed intelligent
controller, will be used in the next Chapter of this thesis to include an energy storage
device to the proposed microgrid distributed generation nodes and provide ancillary
services.

2.7 Summary

In this Chapter, the mathematical tools necessary for representing nonlinear systems
and signals are exposed. The nonlinear optimal control theory, sliding modes controllers,
and the modeling of electronic power converters are presented, which will be used in
the subsequent Chapters of this thesis to achieve the proposed objectives such as the
primary local control of microgrids and power conditioning applications to provide
ancillary services.
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Chapter 3

Control of Distributed Energy
Resources in Microgrids

In this Chapter, the use of primary or local control strategies applied to power
electronic interfaced converters in microgrids is presented. The primary local control
objective is to regulate voltage and frequency (VF control) during the microgrid isolation
mode and the active and reactive power sharing (PQ control) to the host electrical power
grid during the microgrid interconnected mode. These objectives are achieved through
nonlinear and robust control strategies based on nonlinear optimal tracking control and
super-twisting sliding modes. In addition, the nonlinear optimal control of an energy
storage system based on supercapacitors is presented.

3.1 Microgrid Local Controllers

Distributed generation units produce either a DC or AC power to the electrical
power grid or local loads through a power electronic interface (PEI). In this sense, the
direct integration of distributed generation units requires the development of robust
and reliable control strategies applied to power electronic converters during the different
microgrid operative modes. This is done through a hierarchical control structure. In
this Chapter, emphasis will be placed on the design of primary controllers or local
controllers for power electronic interfaced converter for microgrids.

Definition 3.1.1 (Local Controller). The microgrid local control includes total hard-
ware control of the distributed generator’s internal voltage/current control loops, which
stabilizes the DGs by measuring and controlling the local signals. In addition, local
controllers provide efficient voltage and frequency control in case of islanded operation,
ancillary services during the interconnected mode, and deal efficiently with frequency
and voltage variations during transitions from interconnected to islanded operation and
vice versa [Hatziargyriou, 2014].

57



3.1. MICROGRID LOCAL CONTROLLERS CHAPTER 3.

Electrical power grid

Primary
control

Primary
control

Primary
control

Secondary
control
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control
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DER1

DG/ESS
DER2

DG/ESS
DERn

Figure 3.1: Schematic diagram of a decentralized microgrid control structure with
local controllers.

According to Definition 3.1.1, the microgrid local controllers are the inner control loops
within a microgrid hierarchy that directly acts over the power electronic converter output
with a specific control objective. The implementation of primary or local controllers in
a microgrid is exemplified in Figure 3.1, where a set of distributed generation nodes
operate in a parallel configuration within a microgrid, each with local controllers,
achieving various control objectives. In addition, if it is necessary, a higher hierarchical
control level can coordinate the operation of the distributed generation nodes through
communication links. A design approach for local controllers in microgrid based on
nonlinear optimal control will be shown below.

3.1.1. Primary Control, Inverter Output Control

Consider a microgrid configuration as depicted in Figure 3.2, which consists of a
distributed generator unit (i.e., fuel cell, photovoltaic array, battery, etc.) generating
power at a DC level, connected with a three-phase inductive-resistive load through a
power electronic converter, along with an LCL output filter. It is considered that the
microgrid can be operated at either one of the different operative modes, isolated mode
or grid-connected mode by the opening or closing of the breakers, which connect the
microgrid to the main utility grid or host grid with voltage Vg through a distribution
line with the elements Lg and Rg per phase.

The Isolated Microgrid Model

The dynamic model for the isolated microgrid as depicted in Figure 3.2, when the
breakers are opened considering a single phase, is computed by applying the Kirchhoff
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Figure 3.2: Proposed microgrid control system configuration.

law as follows:

Ls
diLs

dt
= Vs − iLsRs − Vc

C
dVc
dt

= iLs − iLL

LL
diLL

dt
= Vc −RLiLL

(3.1)

where Vs is the inverter output voltage, Ls and Rs are the inverter side inductor and
resistance, respectively, iLs is the output current of the inverter, LL and RL are the load
inductance and resistance, respectively1, iLL

is the load current and Vc is the voltage at
the filter capacitor. In order to have a three-phase system representation, system (3.1)
is transformed into the dq0 frame with the following representation

1For this explanation, an RL load is considered, since its the most typical case for industrial and
residential consumers.
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diLsd

dt
=

1

Ls
Vsd −

Rs

Ls
iLsd
− 1

Ls
Vcd + ωiLsq

diLsq

dt
=

1

Ls
Vsq −

Rs

Ls
iLsq −

1

Ls
Vcq − ωid

dVcd
dt

=
1

C
iLsd
− 1

C
iLLd

+ ωVcq

dVcq
dt

=
1

C
iLsq −

1

C
iLLq
− ωVcd

diLd

dt
=

1

LL
Vcd −

RL

LL
iLLd

+ ωiLLq

diLq

dt
=

1

LL
Vcq −

RL

LL
iLLq
− ωiLLd

(3.2)

where ω is the rotating reference frequency for the Park’s transformation (2.40). Then
system (3.2), can be rewritten into the state-space representation as (2.9), by choosing
a state vector defined as

x =
[
iLsd

iLsq Vcd Vcq iLLd
iLLq

]T
(3.3)

with the matrices

A(x) =



−R
L

ω − 1
L

0 0 0

−ω −R
L

0 − 1
L

0 0
1
C

0 0 ω − 1
C

0

0 1
C
−ω 0 0 − 1

C

0 0 1
L

0 −RL

LL
ω

0 0 0 1
LL

−ω −RL

LL


(3.4)

B(x) =

[
1
L

0 0 0 0 0

0 1
L

0 0 0 0

]T
(3.5)

C(x) =

[
0 0 1 0 0 0

0 0 0 1 0 0

]T
. (3.6)

Notice that for the isolated operative mode, the system output variables are the Vcd
and Vcq voltages, this is, with the objective of regulating the microgrid voltage. In
addition, the microgrid frequency ω is included as a system parameter in matrix (3.4).
Thus, for control purposes, the microgrid frequency can be either generated by a PLL
or predefined by the system operator as described in Figure 3.2. It is important to
mention that the distributed generation node (considered to be from renewable sources)
for the analysis presented in this research, can be modeled as a constant direct current
voltage source, assuming a previous stage of power electronics converters that allows
the voltage regulation in a direct current bus link. Additionally, slow variations at

60 Serafin Ramos-Paz



3.1. MICROGRID LOCAL CONTROLLERS CHAPTER 3.

generation node within the time window of analysis are considered.

The Grid Connected Model

The model of the grid-connected microgrid (as seen in Figure 3.2) is obtained when
the breakers are closed, and then the DG is connected through a distribution line with
the three-phase utility or host grid. Then the dynamic system equations are computed
as

Ls
diLs

dt
= −RsiLs − Vc + Vs

C
dVc
dt

= iLs − iLL
− iLg

LL
diLL

dt
= Vc −RLiLL

Lg
diLg

dt
= −RgiLg + Vc − Vg

(3.7)

where iLg is the grid side current, Rg and Lg are the line resistance and inductance
respectively and Vg is the utility grid voltage.Then, system (3.7) in the abc frame has
the following representation in the dq0 frame

diLsd

dt
= −Rs

Ls
iLsd
− 1

Ls
Vcd +

1

Ls
Vsd + ωiLsq

diLsq

dt
= −Rs

Ls
iLsq −

1

Ls
Vcq +

1

Ls
Vsq − ωiLsd

dVcd
dt

=
1

C
iLsd
− 1

C
iLLd −

1

C
iLgd

+ ωVcq

dVcq
dt

=
1

C
iLsq −

1

C
iLLq −

1

C
iLgq − ωVcd

diLLd

dt
=

1

LL
Vcd −

RL

LL
iLLd

+ ωiLLq

diLLq

dt
=

1

LL
Vcq −

RL

LL
iLLq
− ωiLLd

diLgd

dt
= −Rg

Lg
iLgd

+
1

Lg
Vcd −

1

Lg
Vgd + ωiLgq

diLgq

dt
= −Rg

Lg
iLgq +

1

Lg
Vcq −

1

Lg
Vgq − ωiLgd

.

(3.8)

Since the microgrid operates in a grid-connected mode with the utility grid, the
microgrid’s dynamic model must consider the power grid’s dynamics. For control
purposes, in order to fit a structure suitable for the nonlinear optimal controller
design, the electrical power grid is proposed to be mathematically modeled as a known
disturbance represented by a set of differential equations via an exo-system described as
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dVgd
dt

= 0,
dVgq
dt

= 0. (3.9)

With initial conditions Vgd(0) = Vp and Vgq(0) = 0, where Vp is the amplitude of
the sinusoidal waveform Vg. In addition, one of the objectives of the grid-connected
distributed generator is the active and reactive power-sharing, with the main utility grid
regulating the DG’s active and reactive power injected into the AC bus. In this sense,
the active and reactive power must be considered as the system output and modeled in
the dq0 reference frame. Therefore, the active and reactive power of the system are
defined as nonlinear functions of the state as follows:

Pa =
3

2

(
VgdiLgd

+ VgqiLgq

)
Qr =

3

2

(
VgqiLgd

− VgdiLgq

)
.

(3.10)

It is worth mentioning that the nonlinear output (3.10) of the system (3.8) is one of
the main reasons why it is necessary to apply a nonlinear control strategy in order to
regulate the active and reactive output power of the system. Thus by selecting a state
vector as

x =
[
iLsd

iLsq Vcd Vcq iLLd
iLLq

iLgd
iLgq Vgd Vgq

]T (3.11)

system (3.8)-(3.10) can be represented into the SDCF structure (2.9) considering the
following state-dependent matrices.

A(x) =



−Rs

Ls
ω − 1

Ls
0 0 0 0 0 0 0

−ω −Rs

Ls
0 − 1

Ls
0 0 0 0 0 0

1
C

0 0 ω − 1
C

0 − 1
C

0 0 0

0 − 1
C
−ω 0 0 − 1

C
0 − 1

C
0 0

0 0 1
LL

0 −RL

LL
ω 0 0 0 0

0 0 0 1
LL

−ω −RL

LL
0 0 0 0

0 0 1
Lg

0 0 0 −Rg

Lg
ω − 1

Lg
0

0 0 0 1
Lg

0 −Rg

Lg
−ω 0 0 − 1

Lg

0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0



B(x) =

[
1
Ls

0 0 0 0 0 0 0 0 0

0 1
Ls

0 0 0 0 0 0 0 0

]T

C(x) =
3

2

[
0 0 0 0 0 0 Vgd Vgq 0 0

0 0 0 0 0 0 Vgq −Vgd 0 0

]
.

(3.12)
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For the grid-connected mode, it is important to mention that the system output is
chosen in order to generate nonlinear functions of the state as they are the active and
reactive power in the dq0 frame. Then it is possible to apply a nonlinear optimal and
robust control technique (2.23)-(2.25) for both microgrid operative modes.

3.1.2. Simulation Results

The proposed microgrid control scheme is based on the block diagram shown in
Figure 3.2, which depicts the control structure of the microgrid during the isolating
and grid-connected operative mode, where a phase-locked loop (PLL)2 is used in order
to synchronize the operative frequency ω of the microgrid with the main power grid
frequency ωgrid. Nonetheless, for the isolated condition (if required), it is possible
to define a different operative frequency ωref to the system depending on the load
requirements (i.e., 60 or 50 Hz). Then according to the operating condition, one of the
two different microgrid models: (3.2) for the VF controller or (3.8)-(3.9) for the PQ
controller is chosen, and then the nonlinear optimal and robust control law (2.23)-(2.25)
is calculated and the control law is modulated via a PWM strategy in order to control
a three-phase full-bridge inverter, which interfaces the DGs node (i.e., battery, fuel cell,
PV array) to the load during the isolated condition or to the main power grid as an ancil-
lary service for active and reactive power compensation as will be discussed in Chapter 4.

Rs Ls Rg Lg

C

Figure 3.3: Proposed microgrid configuration.

A Simulation was carried out by using MATLAB/Simulink®, considering the proposed
microgrid models (3.2) and (3.8)-(3.9), with the system parameters as described in
Table 3.1. Then the microgrid simulation was conducted as follows:

2Wherein literature different efficient and fast phase-locked loop mechanism (PLL) have been reported,
as seen in [Ghartemani, 2014], even, specialized electrical simulation tools include PLL as part of their
simulation libraries (e.g., MATLAB/Simulink)®.
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Table 3.1: Microgrid system parameters, [Fan, 2017]

Main parameters of the simulated system

Filter Ls = 0.04H, Rs = 0.02Ω
C = 1000µF .

Load RL = 3Ω, LL = 0.01H

Grid Vg = 120Vrms, Rg = 0.02Ω
Lg = 0.04H

The Microgrid Voltage and Frequency Control
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Figure 3.4: Measured frequency of the load during the isolated microgrid
operation.

During the isolated operation mode, the microgrid frequency ω can be operated
either synchronized with the main utility grid ωgrid given by a PLL or given by an
arbitrary frequency reference ωref . In order to verify the effectiveness of the frequency
control, a PLL estimates the grid frequency ωgrid and then is used as the reference signal
to the controller as seen in Figure 3.4, where the load frequency is synchronized with
the main power grid at 60Hz, at t = 0.5 it is possible to appreciate how the controller
compensates the sudden load change and continues regulating the frequency f = 60 Hz
at the reference set point synchronized with the main utility grid. At the beginning
of the simulation, a transitory effect can be seen in estimating the frequency; this is
due to the PLL of the simulation block since it requires a convergence time since it
was not initialized in steady state conditions. Firstly during the isolated operation
mode a three-phase load was connected to the DG where the main control objective
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is to regulate the load voltage and frequency, by applying the nonlinear optimal and
robust control law (2.23)-(2.25) with the controller gains defined as Q = [10, 0; 0, 10],
R = [10, 0; 0, 10], QI1 = 1000 and QI2 = 1000.
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Figure 3.5: Load voltage regulation during the isolated microgrid operation in the
dq0-frame.
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Figure 3.6: Load voltage regulation during the isolated microgrid operation mode
in the abc frame.

Figure 3.5 depicts the load voltage regulation in the dq0 frame where the q− axis
voltage was set to zero and d− voltage changes the reference according to t < 0.5s→
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vd = 115V rms and t > 0.5s → vd = 120V rms. In order to demonstrate the control
tracking capabilities, and the robustness properties of the nonlinear optimal robust
controller (2.23)-(2.25), a sudden load change was simulated by considering load steps
changing the resistance and inductance load from RL = 3 to RL = 6 and LL = 0.01H

to LL = 0.1H respectively at t = .8s, which are uncertain parameters and the controller
was able to compensate. Also, a PID simulation based on the nested-control loops
is presented in order to compare the performance of the proposed nonlinear control
scheme against a classical linear controller. Figure 3.6 depicts the voltage regulation in
the abc frame, wherein the zoom area it is possible to appreciate the voltage regulation
to the desired set point.

Microgrid Active/Reactive Power Control

During the grid-connected operation mode, the control objective changes since the
load voltage and frequency are imposed by the main utility grid. Therefore, for this
operative condition, the control objective is to inject or absorb active/reactive power
according to predefined reference set points (or commanded by an outer control loop
as will be described in Chapter 4). The nonlinear optimal robust controller (2.23)-
(2.25) is used with the controller gains selected as Q = [10, 0; 0, 10], R = [500, 0; 0, 500],
QI1 = 1000 and QI2 = 1000.
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Figure 3.7: Active and reactive output power of the system during the
grid-connected microgrid operation mode.

In order to demonstrate the effectiveness of the proposed microgrid power controller,

66 Serafin Ramos-Paz



3.2. ENERGY STORAGE SYSTEM CONTROL CHAPTER 3.

a constant active power reference Pa = 1.5 KW is injected into the main utility grid
while the reactive power Qr firstly absorbs 500 VAR and then is set to zero VAR,
as seen in Figure 3.7. The reactive power absorption demonstrates the capability to
absorb reactive power, which is an important result that will be applied later to provide
microgrid ancillary services.

It is worth mentioning that the main objective of the nested voltage and current
control loops used for microgrid control scheme based on linear controllers as seen in
[Fan, 2017],[Hatziargyriou, 2014], it is to regulate the microgrid circulating current.
Nonetheless, by using the proposed nonlinear optimal and robust controller is possible to
modulate the control effort or even establish a quote for the control expenditure to avoid
excessive currents. For the case of the isolated mode, the proposed control strategy offers
advantages against the nested voltage and current control loops in terms of optimizing
the error and control expenditure and the simplicity and robustness of the controller
capable to reject parametric uncertainties. For the case of the grid-connected operation
mode, the nonlinear output of the system can be controlled in terms of a tracking
problem by following the maximum power point tracking MPPT [Sangwongwanich and
Blaabjerg, 2019], which could extend the results given in this section and its considered
for future research.

3.2 Energy Storage System Control

This section presents the application of a nonlinear optimal control strategy for
an energy storage system within a DC microgrid based on renewable energy, which
includes an energy storage device built on supercapacitors. The main objective of the
proposed control strategy is the voltage regulation over a DC bus link, which is possible
by the compound microgrid architecture where a supercapacitor-based energy storage
device is interfaced through a bidirectional DC/DC power electronic converter, which
is commanded by an intelligent controller that selects the proper operative modes of
the bidirectional DC/DC converter (charging/discharging mode) in order to regulate
the DC bus link voltage and the supercapacitor charging strategy. It is essential to
mention that within a microgrid based on renewable energies, the proposed storage unit
aims to compensate fluctuations or interruptions at the generation due to renewable
energies during a predefined time interval based on the capacity of the energy storage
unit. Simulation results demonstrate the effectiveness of the proposed control strategy,
emulating a distributed generation loss and the backup from the energy storage device.
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3.2.1. Proposed Energy Storage System Configuration

Micro

Source

DC BusBoost
Converter

Supercapacitor

Bidirectional
Converter

Load

Figure 3.8: Proposed microgrid energy storage system with supercapacitors.

The proposed energy storage system, as depicted in Figure 3.8, considers the objec-
tive of efficiently transferring electric power between the microgrid subsystems, where
the different subsystems can store, generate or consume electric power. In order to
achieve the energy transfer between the microgrid elements, a common practice is to
assume that the power system operates under a steady-state condition, as described in
[Sanchez-Squella et al., 2010]. Then the electric power demanded by the multiports
(which are the componets connected to the microgrid) is transformed into current or
voltage references. Traditionally these references are controlled via nested control loops
mainly based on PID linear controllers as seen in [Ahshan et al., 2020, Xiao et al.,
2015]. Due to the linear controller, the different time responses are decoupled into fast
and slow dynamics, with limited operational ranges. Nonetheless, during transients or
when fast dynamic responses are required, the performance of classical linear controllers
might be far from satisfactory. In this sense, this thesis proposes the use of nonlinear
optimal and robust controllers to effectively achieve the electric power transfer between
an energy storage device and the microgrid multiports. It is worth mentioning that
this thesis considers the use of supercapacitors or double-layer capacitors as an energy
storage device, which are envisaged as a promising energy storage technology with
desirable characteristics such as power density and a high degree of recyclability [Zhang
et al., 2018a].

3.2.2. Supercapacitor Design Specifications

For the proper design of an energy storage system based on supercapacitors, the first
step is to size the supercapacitors array necessary to satisfy the energy demand based
on the voltage drop that the microgrid DC bus may experience. The supercapacitor
sizing procedure is conducted as follows.
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Supercapacitor Sizing

Due to the requirements to compensate the fluctuation or interruption in the energy
generation by renewable sources, it is necessary to design the storage unit based on the
energy capacity to guarantee voltage regulation in the microgrid during a specific time
interval. In this sense, for the case of supercapacitors, this energy depends on the size of
the capacitor, which is obtained through series and parallel capacitor arrangements. The
sizing procedure of a supercapacitor based on its energy requirements is described below.
Consider the supercapacitor model (2.59), then the energy stored in the supercapacitor
at a specific moment (neglecting the supercapacitor series resistance) can be expressed
as

Esc =
1

2
CscV

2
sc =

1

2

Npsc

Nssc

CscV
2
sc (3.13)

where Vsc is the supercapacitor array voltage, Npsc and Nssc are the number of parallel
and series supercapacitor branches respectively and Csc is a single supercapacitor
capacity. It is important to notice that the energy stored in a supercapacitor is directly
proportional to the square of the voltage as described in (3.13). In addition, losses in the
DC-DC Boost converter power and internal losses due to the equivalent resistance need
to be taken into account (a topic that is beyond the scope of this research). Therefore
considering the allowable limits in which the discharging process takes place, then the
variation of the energy ∆Esc stored in the supercapacitor array is defined as

∆Esc = γ
1

2
Ceq
[
V 2
scmax

− V 2
scmin

]
(3.14)

being Ceq is the equivalent supercapacitor array capacitance, γ is the supercapacitor
pack efficiency, Vscmax and Vscmin

are the maximum and minimum supercapacitor pack
voltage, respectively.

Supercapacitor State of Charge Calculation

Precise metering of the supercapacitor state of charge (SOC) can allow the energy
management systems or intelligent chargers to make a better use of the supercapacitor
stored power without incurring on supercapacitor overcharge or over-discharge and
other potential hazards. Different from conventional capacitors, supercapacitors exhibit
a nonlinear relationship between the supercapacitor terminal voltage and the SOC.
Different estimation techniques are used for SOC estimation, such as artificial neural
networks [Zhao et al., 2020] and Kalman filter methods [CHI, 2013]. Nonetheless, for
the purposes of this thesis, the extended Kalman filter (EKF) [Huang et al., 2018] will
be used for SOC estimation technique3.

3It is important to mention that the development of SOC estimation techniques is beyond the scope of
this thesis since this thesis is focused on the control algorithm design for the power electronic converters.
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Extended Kalman Filter

The extended Kalman filter algorithm has demonstrated to be an efficient and
robust observer for nonlinear systems, as in the case of voltage and temperature in
supercapacitors. For SOC estimation via Kalman filter, it is necessary to consider the
supercapacitor extended model which includes the thermal and SOC dynamics as seen
in [CHI, 2013] described as

Ẋ = f(X , u) +W(t)

Z = h(X , u) + V(t)
(3.15)

where f and h are nonlinear functions of the extended states and the system input, X
is an extended state vector consisting of the estimated states, Z is the measured output,
W is the process noise, and V is the measured noise. In this sense, the supercapacitor
extended model considering the thermal effects and the SOC dynamics, written into
the space-state representation is given by


˙SOC
V̇1

V̇2

Ṫ

 =


0 0 0 0

0 −π2 1
τ

0 0

0 0 −4π2 1
τ

0

0 π2V1C
2Cheatτ

2π2V2C
Cheatτ

− Ah
Cheat




SOC
V1

V2

T

+


1

C(Vc,max−Vc,min)

2
C
2
C

2kbaT
eCheat

+ Rsi
Cheat

 i

+


0

0

0
AhT0
Cheat

W(t)

VT =
[
Vc,max − Vc,min 1 1 0

]


SOC
V1

V2

T

+Rsi+ Vc,min + V(t)

(3.16)

where C is the capacitance, τ is a time constant, T is the temperature of the supercapac-
itor, T0 is the ambient temperature, Cheat is the heat capacitance of the supercapacitor,
A is the effective heat transfer area of the supercapacitor and h is the heat transfer
coefficient of the supercapacitor. It is important to mention that despite the complexity
of the model, the supercapacitor states can be estimated through a nonlinear estimator
such as the Kalman filter.

However, efficient Kalman filter algorithms are available in different software suites toolboxes such as
MATLAB/Simulink®.
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3.2.3. The Energy Storage Control Scheme

Time

Time

Constant Current

Charging Start

Constant Voltage

Charging Finished

Voltage

Current

0A

Vmin

Figure 3.9: Supercapacitor charging cycle.

Various methodologies are used to charge a supercapacitor, such as the constant cur-
rent/constant voltage (CICV) method [Chun et al., 2018] which is one of the most
commonly used techniques shown in Figure 3.9. Where the SC is charged to a target
voltage, therefore accurately charging controllers needs to be implemented in order to
avoid overcharging by means of appropriate control strategies. Through a combination
of constant current and constant voltage methods, the charger limits the current to a
preset level until the supercapacitor reaches its nominal voltage, and then the current
reduces as the supercapacitor becomes fully charged. This method is illustrated in
Figure 3.9. Excessive current or voltage can reduce the lifetime of supercapacitors.
When charged with a constant current, a supercapacitor will hold a voltage that rises
linearly with time. Supercapacitors can typically accept a wide range of charging
currents, reducing the need for precision current control but still requiring that charg-
ing stops when the device reaches its maximum rated voltage. Typically, charging is
performed during an initial constant-current charging phase followed by a constant-
voltage phase, as seen in Figure 3.9. During the constant-current phase, supercapacitor
chargers typically measures the output current by monitoring the voltage across an
external sensing resistor. An internal voltage regulator provides precise control over
the voltage charging strategy. Despite supercapacitors offer a limited voltage output,
designers often combine supercapacitors in series to achieve higher voltage levels during
normal operation. However, basic differences in individual supercapacitors can lead to
voltage imbalances that can degrade the lifetime of these devices or even to damage them.
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Micro

Source
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Converter
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Energy
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Nonlinear
Optimal Control
Eqns. (2.12)-(2.14)

Nonlinear
Optimal Control
Eqns. (2.12)-(2.14)

Intelligent
Controller
Figure 3.11

Microgrid element

Figure 3.10: Proposed microgrid system configuration with energy storage system.

3.2.4. A Case of Study: Energy Storage System Based on Su-

percapacitors

Consider the microgrid configuration as depicted in Figure 3.10, which represents the
proposed dynamic energy storage configuration under study. The microgrid consists
of a distributed generation unit (i.e., photovoltaic plant, fuel cell, flywheel ), which
generates electrical power at a specific DC level. Then the voltage generated by the
distributed generation unit is converted into a higher DC level through a Boost converter
to regulate the voltage on the DC bus through the nonlinear optimal control strategy
(2.12)-(2.14). Likewise, a bidirectional power electronic converter and an electric load
are connected to the DC bus (or to a later stage of the microgrid, such as a power
electronic inverter). The bidirectional power electronic converter controls the power flow
between the energy storage system based on supercapacitors and the DC bus through
an intelligent controller that determines the system status and commands reference
signals to a local nonlinear optimal control scheme as described in Figure 3.11.

Boost Converter

Consider the Boost converter dynamic model (2.57). Where the switching variable u1 is
a high-frequency square-waveform of period T and duty cycle µ ∈ (0, 1). In this sense,
averaging can be used to approximate (2.57). Therefore the dynamics of the Boost
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converter averaged model can be rewritten as

L
diL
dt

= −(1− µ)vo + Vdc

C
dvo
dt

= (1− µ)iL −
vo
RL

.
(3.17)

Therefore, in order to have a suitable model representation for the application of the
nonlinear optimal tracking control scheme, it is possible to rewrite (3.17) into the SDCF
(2.9) by selecting the state vector as

x =
[
iL vo

]
(3.18)

then system (3.17) can be described as

[
ẋ1

ẋ2

]
=

[
0 − 1

L
1
C
− 1
CRL

][
x1

x2

]
+

[
vo
L

− iL
C

]
u

y =
[

1 0
] [ x1

x2

]
.

(3.19)

Hereinafter, for control purposes, the averaged control signal µ will be represented as a
control input signal u.

Bidirectional Power Electronic Converter

The bidirectional power electronic converter averaged model is defined as follows.

diL
dt

= − r
L
iL −

1

L
vB +

Vbus
L
µ

dvB
dt

=
1

C
iL −

1

RsC
vB +

1

RsC
vC

dvC
dt

=
1

RsCb
vB −

(
1

RpCb
+

1

RsCb

)
Vdc

(3.20)

where iL, vB and vC are the inductor current, the capacitor voltage, and the superca-
pacitor voltage, respectively, the function µ is the average value of Θ. By selecting a
state vector as

x =
[
iL vB vc

]
(3.21)

The state-space representation of the bidirectional power electronic converter (3.20) is
given as

73 Serafin Ramos-Paz



3.2. ENERGY STORAGE SYSTEM CONTROL CHAPTER 3.

 ẋ1

ẋ2

ẋ3
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L
− 1
L

0
1
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− 1
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1
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0 1
RBCB
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1
RBCB

+ 1
RpCB

)

 x1

x2

x3

+


Vdc
L

0

0
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with the system output

y =
[

0 1 0
] x1

x2

x3

 . (3.23)

The Intelligent Charger Controller

yes yes

yes

no no

no

yes

no

Figure 3.11: Intelligent controller system flowchart.

Given the nature of the bidirectional converter, it is necessary to switch between the two
operating modes of the bidirectional converter to achieve the charge and discharge of
the storage unit. In this sense, it is necessary to use a PWM-type modulation strategy
which is proposed for this thesis, as shown in Figure 3.12, where ζ is a function defined
in order to commute between the Buck and Boost structure of system (3.20). For
this thesis, it is proposed that the command signal ζ is provided by a higher control
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Micro
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Figure 3.13: Proposed microgrid energy storage system with supercapacitors.

entity (intelligent controller) which decides whether to commute between the different
converter operative modes based on local measurements as seen in Figure 3.11.

The intelligent charging controller described in Figure 3.11 is based on the measurement
of the supercapacitor SOC, analyzing if it is within the operating limits (SOCl, SOCH),
as well as the voltage level in the direct current link Vdc. Depending on the available
resources in terms of energy, the bidirectional converter will switch its structure between:
a) buck type converter to charge the supercapacitor if the SOC is lower than the
established limit and if the voltage level in the DC link allows it; or b) the converter
will behave as a Boost type converter to regulate the voltage in the direct current link
if the energy capacity of the supercapacitor allows it.

+

−

u2

u1

1− ζ

1−Θ

Θ

×

×

ζ

µ

Figure 3.12: Proposed PWM scheme.

3.2.5. Simulation Results

In order to demonstrate the effectiveness of the proposed energy storage control scheme,
a simulation-based on MATLAB/Simulink® was conducted as follows; Consider the
energy storage microgrid system configuration as depicted in Figure 3.13 with the
system parameters shown in Table 3.2, which consists of a distributed generation node,
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Table 3.2: Energy storage system parameters, [Rachid et al., 2017].

Main parameters of the simulated system

Boost converter Lb = 0.0586H
DC bus R = 10Ω, C = 10000µF

Bidirectional converter Lc = 0.0586H, Rc = 0.1Ω
Cc = 700µF

Supercapacitor Rs = 0.06Ω, Rp = 1kΩ
Csc = 60F

generating electrical power at a DC level where the case of an abrupt interruption
at the generation-side is considered. The objective of the proposed system is to
regulate the voltage in the DC bus of the microgrid to a higher voltage level than that
generated by the distributed generation node. At the same time, depending on an
intelligent control strategy, recharge an energy storage unit based on supercapacitors
using the charging strategy described in Figure 3.9. Additionally, at the moment of
interruption in the generation, the control scheme must regulate the voltage on the DC
bus through the stored energy. It is essential to mention that the supercapacitor was sized
according to the sizing procedure described in this Chapter, considering a 15s voltage
interruption, a reference voltage of 300V , and the load power consumption, considering
the supercapacitor parameters given in [Rachid et al., 2017]. The nonlinear optimal
control strategy (2.12)-(2.14) shown in Figure 3.10 is considered for this simulation.

0 20 40 60 80 100 120

0

50

100

150

200

250

300

350
v
gen

Time (s)

V
o
lt
a
g
e
 (

V
)

Figure 3.14: Distribute generation voltage interruption.

Figure 3.14 shows the voltage generated at the distributed generation unit, where
during t < 100s there is a generation voltage of 300V DC. Later, in an interval of

76 Serafin Ramos-Paz



3.2. ENERGY STORAGE SYSTEM CONTROL CHAPTER 3.

15s, an abrupt disconnection occurs at the generation (which commonly occurs when
the distributed generation node voltage level is less than a preset threshold voltage.
), and later, at t > 115s, the voltage is restored to the same level of 300V DC. It is
important to mention that this behavior emulates the dynamics of a generation source
based on renewable energy, where the system may be disconnected as it does not have
a generation voltage level higher than a threshold voltage.
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Figure 3.15: (a) DC bus voltage regulation; (b) transient response of DC bus link
voltage regulation.

Figure 3.15 shows the voltage regulation on the DC bus at a level of 350V. This is
through the action of the Boost converter boosting the generation voltage through the
nonlinear optimal control strategy (2.12) - (2.14). In Figure 3.15, it can be observed
how after a small transient (due to the initial voltage conditions of the DC bus link),
the voltage regulation is achieved at the desired level. Additionally, during the time
interval 100 < t < 115s the voltage regulation is achieved in the event of the abrupt
disconnection of the generation node, through the energy stored in the storage unit, the
transients show the disconnection instants of the generation source and the moment
when it is reconnected switching the backup source with the generation node. It is
important to highlight the performance of the nonlinear optimal tracking controller
minimizing the steady state error regulating to a predefined voltage level at the DC
bus link. However, to avoid the activation of protection systems due to transients
in the voltage regulation on the DC bus, the controller gains can be adjusted in or-
der to obtain the desired response, however the error in steady state can be compromised.
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Figure 3.16: (a) Nonlinear optimal tracking current control; (b) zoom region of
the transient response.

It is important to mention that given the nonminimum phase nature of the Boost
converter, the voltage control is performed indirectly through a current control loop as
described in equation (4.35). In such a way that by means of the reference voltage in the
DC bus Vref = 350V , the generation voltage VDC and the DC bus resistance, a current
reference of iref = 40A is required. Figure 3.16 shows that by means of the nonlinear
optimal control strategy (2.12) - (2.14) with the controller gains parameters selected as
Q = 100 and R = 1, the reference current is tracked and as a consequence the voltage
regulation is achieved as shown in Figure 3.15. During the interval 100 < t < 115s, it is
shown how the current drops to zero, this is due to the disconnection of the distributed
generation node and at that moment, the Boost converter (from the distributed genera-
tion side) does not inject current to the DC bus link.

Figures 3.17 and 3.18 show the nonlinear optimal tracking control over the bidirectional
converter of the energy storage unit based on supercapacitors, where according to
the intelligent control scheme shown in Figure 3.11. It is considered that while the
distributed generation node regulates the voltage in the DC bus through the Boost
converter, the charging process of the storage unit begins. In this sense, the bidirectional
converter behaves like a Buck converter, which by means of the constant current-constant
voltage charging strategy shown in Figure 3.9, the charging current that flows from the
DC bus to the supercapacitor is first regulated with charging current reference iref = 5A

shown in Figure 3.17. Later, when the nominal voltage level of the supercapacitor
Vsc = 300V is reached, the current drops to zero, and the voltage is regulated shown in
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Figure 3.18. For the bidirectional control scheme, the nonlinear optimal control was
designed considering the control gains selected as Q = 10 and R = 1.
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Figure 3.17: Supercapacitor constant current charging process.
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Figure 3.18: Supercapacitor constant voltage charging process.
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3.3 Summary

This Chapter describes the nonlinear optimal control strategies to design local
controllers of power electronic converters in microgrids. In a first instance, the control of
a microgrid is shown during two microgrid operative modes: grid-connected and isolated
modes. Simulation results show how efficiently the nonlinear optimal control guarantees
the different control objectives in both microgrid modes of operation, the injection
of power to the grid and the microgrid voltage and frequency regulation. Finally, in
this Chapter, a control scheme for an energy storage unit based on supercapacitors
was presented, whereby applying an optimal nonlinear control scheme, it is possible to
regulate the voltage in a DC bus of a microgrid in the event of an abrupt disconnection
of the generation node. Simulation results exhibit the effectiveness of the proposed
energy storage system control scheme. It is important to highlight that the design of the
energy storage unit presented in this Chapter can be considered as a block or element of
a microgrid that can be combined with other microgrid devices such as power electronic
converters to provide ancillary services to the electrical power grid.
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Chapter 4

Microgrid Power Conditioning
Applications

During the grid-connected mode, microgrids can contribute to the overall power-
grid control, facilitating the power system operation by providing ancillary services for
power-quality enhancement. In this sense, this Chapter presents nonlinear optimal and
robust control strategies to provide ancillary services to the electrical power grid in terms
of harmonic compensation, voltage regulation, and dynamic power factor correction
through power electronics converter nonlinear optimal and robust control in addition with
fast and efficient harmonic estimation algorithms. These approaches are first described
independently, and then a holistic solution will be presented later to demonstrate that by
using a single power electronic converter it is possible to achieve the proposed control
objectives jointly.

4.1 The Harmonics Compensation Assessment

This section proposes an online identification and compensation scheme for a
distorted waveform’s harmonic and interharmonic content in electrical circuits. The
proposed novel identification scheme allows the simultaneous estimation of the harmonic
components’ frequency, amplitude, and phase. One of the main characteristics of the
proposed online identification scheme is how the harmonics and interharmonics are
estimated using a fast-convergent state estimator based on the state-space representation
of the harmonic content. The proposed estimator has a decentralized approach that
relies on an efficient implementation, a relevant result for real-time feedback control
applications, such as active power filters control. The decentralized structure allows,
if needed, the selective harmonic suppression. This section exposes a case study of
identifying and suppressing the harmonic and interharmonic content produced by a
three-phase load connected to the electrical power grid. To demonstrate the effectiveness
of the proposed estimator, hardware-in-the-loop and simulation results validate the
identifier effectiveness to determine in real-time the harmonic content and how it can
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be used to reduce the total harmonic distortion through a nonlinear optimal tracking
control scheme.

4.1.1. The Decentralized Convergent Harmonic Estimator

In order to identify the harmonic components that distort the current waveform
in an electrical system, this thesis proposes the design of a fast convergent harmonic
estimator with a decentralized structure, which is obtained through the following
development. Assume that signal (2.3) can be presented in a state-space representation,
and considering the single case, i.e. when N = 1 and a0 = 0, then by employing the
trigonometric identity sin(a+ b) = sin(a) cos(b) + sin(b) cos(a) to (2.3), one obtains

s = A cos(θ) sin(α t) + A sin(θ) cos(α t). (4.1)

Then, consider the signal (4.1) rewritten as

s = A cos θω̄1 + A sin θω̄2 (4.2)

where ω̄1 = sinαt and ω̄2 = cosαt. Then by taking the corresponding time derivative,
it is possible to state that ˙̄ω1 = αω̄2 and ˙̄ω2 = −αω̄1. By proposing the change of
variables ω1 = ω̄1

α
and ω2 = ω̄2, the dynamics of (4.2) becomes

ω̇1 = ω2

ω̇2 = −α2ω2

s = Aα cos θω1 + A sin θω2.

(4.3)

Introducing a parameter λ to scale the magnitude of the signal, and defining z1 = λω1

and z2 = ω2, one obtains

ż1 = λz2

ż2 = −α
2

λ
z1

ż3 = 0

(4.4)

where the new variable z3 is included to model the angular frequency, which is considered
to be constant, with initial condition z3(0) = α2. Finally, signal (4.2) can be obtained
from (4.4) through the output

s =
k1

λ
z1 + k2z2 (4.5)

with k1 = Aα cos θ and k2 = A sin θ, where z1, z2 and z3 are the state variables, and
parameters k1, k2 6= 0, and λ 6= 0 are used to scale the signal magnitude. In the case
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of that signal s includes a DC component1, as described in (2.1) through a0/2, the
following differential equation can be added to (4.4) as ż0 = 0 with the initialization
z0(0) = a0/2. Notice that the frequency α is included as a state variable by means
of ż3 = 0, which means that the rate of change of frequency (ROCOF) is assumed to
be constant, but of unknown value. Therefore, it is of interest the state estimation
of z1, z2 and the angular frequency z3, by means of ẑ1, ẑ2 and ẑ3, respectively. By

considering the structure of (4.4) and defining ẑ =
[
ẑ1 ẑ2 ẑ3

]T
, the state estimator

can be stated as:

˙̂z1 = λẑ2 +
λ

k2

(s− ŝ)

˙̂z2 = − ẑ1 ẑ3

λ
+ ξ(s− ŝ)

˙̂z3 = −γẑ1(s− ŝ)

ŝ =
k1

λ
ẑ1 + k2ẑ2

(4.6)

where λ, ξ, γ > 0 and k1 and k2 6= 0 are parameters to be determined to ensure that
the error convergence is limt→∞ e = 0, with e = s− ŝ. The estimator (4.6) considers
the frequency estimation as described in [Obregon-Pulido et al., 2002], in addition,
the proposed estimator considers the frequency determination in a decentralized way
as well as the amplitude and phase for each harmonic component. For such purpose,
consider that signal (4.1) can be obtained from the output of (4.4), then the following
relationship is fulfilled

A cos(θ) sin(α t) + A sin(θ) cos(α t) =
k1

λ
z1 + k2z2 (4.7)

which by taking its term-by-term time derivative, it follows that

Aα cos(θ) cos(α t)− Aα sin(θ) sin(αt) =
k1

λ
ż1 + k2ż2 = k1z2 − k2

α2

λ
z1. (4.8)

Representing the left-hand side of (4.7) and (4.8) by their respective trigonometric
identities, i.e. A sin(α t+ θ) and Aα cos(α t+ θ), respectively, and defining

b1 =
k1

λ
z1 + k2z2,

b2 = k1z2 − k2
α2

λ
z1

(4.9)

then it is possible to state (4.7)–(4.8) by the following equations system

A sin(α t+ θ) = b1

Aα cos(α t+ θ) = b2.
(4.10)

1This thesis considers AC applications with sinusoidal electrical waveforms without DC components.
So, it is assume that the value of a0 is zero.
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By solving (4.10), the amplitude A and phase angle θ of the harmonic content is
determined, respectively, as

A =

√
α2b2

1 + b2
2

α
(4.11)

and

θ = arctan

(
α b1 − b2 tan(α t)

b2 + α b1 tan(α t)

)
. (4.12)

Notice that A and θ depend on the variables z1 and z2 to be estimated through
ẑ1 and ẑ2, respectively, meanwhile α is determined from ẑ3. Additionally, notice
that no singularity issue is presented in (4.11)2. The time requirement in (4.11) and
(4.12) is obtained from a phase-locked loop (PLL) mechanism, wherein the literature
different efficient and fast PLL have been reported, as seen in [Ghartemani, 2014], even
specialized electrical simulation tools include PLL as part of their simulation libraries
(e.g., MATLAB/Simulink, PSCAD)®.

4.1.2. The n-Frequencies Case

One of the main novelties of this thesis is the proposal of a decentralized fast-
convergent estimator (which requires less than a cycle of the fundamental harmonic
to perform the estimation of an electrical waveform) for a signal composed of n har-
monics, where the frequencies, amplitudes, and phases are unknown. The decentralized
approach reduces the number of the estimator parameters to be tuned and the computa-
tional burden required for the harmonic computation, allowing a more straightforward
implementation. This contribution is presented in the following Theorem.

Theorem 2. Assume that signal (2.1) can be rewritten in terms of n individual har-
monics/interharmonics as

ŝ =
N∑
n=1

ŝn (4.13)

where each harmonic is estimated using

˙̂zn1 = λnẑn2 +
λn
kn2

(s− ŝ)

˙̂zn2 = − ẑn3

λn
ẑn1 + ξ(s− ŝ)

˙̂zn3 = −γnẑn1(s− ŝ) (4.14)

ŝn =
kn1

λn
ẑn1 + kn2ẑn2.

2 Considering that α is always different to zero (in the case of that signal s includes a DC component,
it is possible to follow the procedure as described in subsection 4.1.1) then, it is possible to affirm that
there is not a singularity issue in the estimation of the amplitudes of the harmonics.
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Then ŝ asymptotically converges toward s. Hence, the parameters frequency, amplitude
and phase for each harmonic/interharmonic can be determined from ẑ3 in (4.6), (4.11)
and (4.12), respectively.

Proof. See Appendix B.

Σ
e

s

ŝ+

−

Σ

ŝ1

ŝn

...

Estimator ŝ1

Estimator ŝn

Eqn. (4.14)

Figure 4.1: Decentralized harmonic estimator structure.

Figure 4.1 shows a graphic representation of how the decentralized estimator is im-
plemented through a parallel configuration of n estimators for n harmonics. Notice
that the estimator order should be selected according to a required application and the
possible harmonics that may be contained in the signals and the available hardware to
achieve a real-time implementation.

4.1.3. Typical Applications for the Proposed Harmonic Estima-

tor

Shunt Power Conditioner

Figure 4.2 shows a typical application of the proposed harmonic estimator to suppress
the harmonic content in a distorted waveform in a power system, through the nonlinear
optimal control of a power conditioner device such as an active power filter. It is
important to mention that the proposed shunt power conditioner can provide a wide
range of ancillary services to a power system node, such as harmonic and reactive power
compensation while taking advantage of the existing infrastructure of typical industrial
applications such as the distributed generation systems.
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Figure 4.3: Reduction of harmonics in induction motor drives.

The proposed harmonic estimation strategy (4.14) can be used to control electric motor
drives to suppress the harmonic distortion produced by large induction motors operation
in a power system. In this way the estimated signals directly can be taken as reference
signals for a modulation strategy (PWM) as shown in Figure 4.3 without using an extra
control method.
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4.1.4. A Case of Study: Three-Phase Harmonics Identification

and Compensation through the Optimal Control of a

Power Electronic Converter

The great flexibility offered by power electronics devices allows that through appro-
priate control strategies, different functionalities can be obtained. In this section, the
proposed harmonic estimation strategy will be used, in combination with the nonlinear
optimal control scheme, to achieve the trajectory tracking control of the output of an
active power filter (APF), to significantly compensate the harmonic distortion of the
current waveform demanded by a nonlinear load in a three-phase circuit.

System Description

va

vb

vc

Lg Rg

Lg Rg

Lg Rg

Ldc

Rdc

PCC

Rs Ls

Compensation Three-phase

rectifier

Arc furnace

APF

Figure 4.4: Proposed nonlinear load producing harmonic distortion.

To demonstrate the effectiveness of the proposed online harmonic estimator, consider
a power system configuration, as depicted in Figure 4.5 and the nonlinear load as
described in Figure 4.4. To suppress the harmonic distortion of the current waveform
produced by the nonlinear load, a set of three individual APF are connected, each
one to every single phase of the circuit at the point of common coupling, through
an RL filter. A configuration based on three single-phase power electronic inverters
instead of having an individual three-phase converter is for carrying out independent
compensations at each phase. This thesis considers the general case of using a DC
source Vcc for the APF (which for simulation purposes is considered as a constant DC
source due to the time window in which the analysis is conducted considering slow
variations of the distributed generation unit). However, for practical implementations,
the DC-side energy could be obtained from a unitary power factor controlled rectifier or
distributed renewable-based generation sources (e.g., PV, wind, batteries, among others)
as seen in [Ornelas-Tellez et al., 2018] (or by considering energy storage devices as
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PCC

Figure 4.5: Proposed system configuration.

described in Chapter 3), where the associated dynamics should be taken into account in
the control system to avoid possible DC-side voltage oscillations, which is an interesting
topic for future research. For simulation purposes, load harmonic current injections
at each circuit phase are considered. The load profile represents the harmonic current
source drawn from a diode/thyristor rectifier feeding inductive loads. In this thesis, the
considered load is depicted in Figure 4.4, which corresponds to an electric arc furnace, as
reported in [Akagi, 2007]. Still, the analysis is equally valid for other applications such
as DC motors or, ultimately, the variable speed drive of widespread use in the control
of induction motors. Furthermore, to demonstrate the capabilities of the estimator
to identify harmonics with non-multiple integer frequencies of the fundamental, an
inter-harmonic and a sub-harmonic terms generated by a current source have been
added to the current profile, which is approximated by the following signal, as

s =Ai sin(αlt+ θl) + Ah sin(αht+ θh)

+ Af sin(αf t+ θf ) + A3 sin(α3t+ θ3)

+ A5 sin(α5t+ θ5) + A7 sin(α7t+ θ7)

(4.15)

where αn = 2πnf are the angular frequency rad/s for the n-th harmonic, being
α3, α5, α7 and αf the odd and fundamental frequencies respectively, with αi a low
order interharmonic frequency (sub-harmonic) and αh a high order interharmonic, both
non-integer multiples w.r.t. the fundamental, which in this application is taken as

88 Serafin Ramos-Paz



4.1. THE HARMONICS COMPENSATION ASSESSMENT CHAPTER 4.

f = 60Hz, An are the amplitudes of the harmonics and θn the angle phases.

Remark 1: It is worth mentioning that signal (4.15) is composed of harmonic
and interharmonic terms, whereby the use of the proposed online estimator is possible
to estimate the frequency, amplitude, and phase for each harmonic component of a
measured signal.

4.1.5. HIL Results

This section presents the results of a HIL-type3 simulation for the harmonic estimator
through its implementation in a low-cost microcontroller. The experimental results
demonstrate the effectiveness of implementing the estimator for real-time applications.

Arduino
MyDAQ

Figure 4.6: Hardware in the Loop system implementation.

As a complement of the main contribution of this thesis, to evaluate the effectiveness
of the harmonic estimation (4.13), a HIL simulation was implemented considering
the hardware setup as described in Figure 4.6, as follows: the current signals in the
electrical grid, as depicted in Figure 4.5, are emulated by using a National Instruments
MyDaq® and the LabView® environment; then, the generated signals were sent and
measured in an Arduino® Due microcontroller (ATSAM3X8E-ARM Cortex-M3 @ 84
MHz), which performs the harmonic estimation by using the required programming
in the Matlab/Simulink® interface. Where the estimator parameters for each phase

3Hardware-in-the-loop HIL simulation, or HWIL, is a technique that is used in the development and
test of complex real-time embedded systems. HIL simulation provides an effective platform by adding
the complexity of the plant under control to the test platform. The complexity of the plant under control
is included in test and development by adding a mathematical representation of all related dynamic
systems.
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are given in Table I-III (see Appendix C). In addition, it is important to mention
that the parameters (estimator gains) must be selected to fulfill the stability and its
convergence rate of the estimator (see the stability analysis in Appendix B). Further-
more, if it is required, optimization techniques based on artificial intelligence, such as
particle swarm optimization (PSO) [Jamshidi, 2014], could be applied to compute the
optimal parameters of the estimator. However, it would require a more considerable
computational effort for real-time implementations. The HIL results are given as follows.
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Figure 4.7: Distorted current estimation for each phase.

The results given in Figure 4.7 depict the time response evolution of the estimated cur-
rent ĩ(t) to reach the measured current i(t) for each phase of the three phase system. On
the right-hand side of Figure 4.7, a zoom area presents the fast estimator convergence,
where the convergence rate of the estimator can be seen in a time period of less than
5µs, which is a desirable characteristic for feedback control applications. The speed
convergence rate of the estimator is an important parameter because the estimator must
be faster than the control algorithm to suppress the harmonic content of a distorted
waveform successfully. Additionally, it is important to notice that the time response of
the estimator is a characteristic that can be used for various applications such as power
quality measurement instruments or the control of electric motor drives through PWM
modulation strategies, which are applications that require fast estimation responses.
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Figure 4.8: Estimated harmonic frequencies using HIL.
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Figure 4.9: Estimated harmonic frequencies using HIL zoom area.

Figure 4.8 depicts one of the outstanding characteristics of the proposed harmonics
estimator, which is the frequency estimation. Additional to the determination of the
unknown harmonic frequencies, the interharmonic frequencies αh and αi are abruptly
changed as
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Figure 4.10: Estimated harmonics amplitudes using HIL.

αi =


15× 2× π rad/s t ≤ 1s

25× 2× π rad/s 1s < t ≤ 3s

35× 2× π rad/s t > 3s

(4.16)

αh =


9.5× 2× π × 60 rad/s t ≤ 2s

10.5× 2× π × 60 rad/s 2s < t ≤ 4s

10× 2× π × 60 rad/s t > 4s

(4.17)

where αf = 2 × π × 60, α3 = 6 × π × 60, α5 = 10 × π × 60 and α7 = 14 × π × 60,
all in rad/s, are kept constants. Notice that the frequency estimation exhibits a fast
convergence rate as seen in the zoom area on the dynamic behavior during transients
around t = 0, t = 2 and t = 4 shown in Figure 4.9.

Additionally, Figure 4.10 depicts the amplitudes of the estimated harmonics, where
from (4.11), it is possible to appreciate the convergence of Ãn towards An, where
Ai = 10, Ah = 30, Af = 180, A3 = 30, A5 = 12 and A7 = 7, respectively. It is
important to mention that the results given in Figure 4.10 are experimental, using
an Arduino® microcontroller, with limited features and possible numerical problems
such as analog-digital conversion resolution. However, if a more sophisticated device
or simulation level is used, a better performance could be obtained. In addition, for
practical applications, the speed of convergence does not matter if the device ratings
are not respected. Therefore, depending on the application requirements, it is possible
to adjust the parameters of the estimator to achieve the desired behavior, reducing the
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Figure 4.11: Phase angles estimation using HIL.

transient effects which in practical applications would shunt down the entire system
by the activation of protection devices. In this sense, it is worth mentioning that it
is possible to reduce the transient oscillations of the harmonic estimator by appropri-
ately initializing the algorithm (by given initial conditions other than zero, close to
the expected value), or alternatively, to use the estimation of the harmonics once the
transient response has occurred.

An interesting result is shown in Figure 4.11, which depicts the estimation of the phase
angles θn, where it is possible to appreciate the respective convergence of θ̃n toward θn,
where θi = 30, θh = 10, θf = 0, θ3 = 15, θ5 = 5 and θ7 = 7, all in deg units. In addition,
Figure 4.11(b) shows a zoom of the phases convergence. It is important to mention that
the sampling rate for the Arduino® Due was established at 1M samples per second.
Notice that during the estimation of the phase angles, a transient is presented, this
is due to the way the in which the phase angles are calculated as described in (4.12)
where an arctangent function is required. Nonetheless, this is a fast transient and can
be modified from a proper tuning of the parameters of the estimate. However, the speed
of convergence of the estimator may be affected. Depending on the desired application,
in order to avoid the transient effect in the phase estimation, it is possible to wait for
the estimator to converge and then, use the information given by the estimator for
another application such as feedback control systems.
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4.1.6. Simulation Results

Rs Rs RsLs Ls Ls

Rg Lg

Figure 4.12: Microgrid harmonics compensation scheme through ancillary services.

In addition to the HIL results presented in the previous section, a complete simulation
(including APF control for the harmonics suppression) with the system configuration
shown in Figure 4.5 is carried out with MATLAB/Simulink®. Consider the system
configuration shown in Figure 4.12, with the following results. For simulation purposes,
the matrices of the cost functional (2.10) are chosen as Q = 100 and R = 4, where
matrix Q weights the tracking error ε = r− y, while matrix R weights the control effort.
The parameters of the APF are Ls = 5.1mH, Rs = 0.2Ω, Vcc = 500V and Vs = 120Vrms.
The time-varying reference r to be tracked by the APF output is obtained from the
harmonic estimator (4.6) as follows.

r =
m∑
i=1

ŝi − ŝf (4.18)

where ŝi are the estimated harmonics/interharmonics at the i-th frequency and ŝf is the
estimated fundamental harmonic component, i.e., the APF will suppress the undesired
harmonics different to the fundamental, thus improving the power quality of the utility
grid. Notice that the proposed optimal controller requires the complete model of the
system. Nonetheless, if a more robust control design is required, it is possible to improve
the nonlinear optimal tracking controller in order to reject parametric uncertainties
and disturbances by adding an integral control action to the controller (as described
in Chapter 2) or combining it with sliding mode control, as seen in [Ramos-Paz et al.,
2019], or a different robust control technique could be used in combination with the
harmonic estimator.
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Remark 2: Notice that by means of the reference signal (4.18), if it is needed, it
could accordingly suppress a selective i-th harmonic component due to the decentralized
structure of the harmonic estimator.

Associated to the optimal tracking control, Figure 4.13 depicts the harmonic com-
pensation in the power system through the APF output current control. The top
of Figure 4.13(a) shows the distorted current waveform, and how by means of the
harmonic estimation and suppression scheme, it is possible to suppress the undesired
harmonic components of the electrical waveforms in a three phase system. Figure
4.13(b) shows the required injected currents to perform the harmonics suppression
at each phase of the circuit. Notice that the signals are provided by the harmonic
estimator and used as reference signals (iref ). It is worth mentioning that the nonlinear
optimal tracking controller provides a fast response to achieve the corresponding track-
ing of the time varying reference signals if for each phase as illustrated in the Figure 4.13.
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Figure 4.13: (a) Harmonic compensation over the three-phase current load. (b)
Optimal tracking control of the estimated harmonic reference signals for the APFs.
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Figure 4.14: Total harmonic distortion before and after the dynamic compensation at each
phase.
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Figure 4.16: Total harmonic distortion during frequency and load changes.

The results given in Figures. 4.14(a),(c) and (e), show the THD per phase before the
compensation, and in Figure 4.14(b),(d) and (f) is shown the THD after the usage of the
proposed harmonic identification and compensation strategy. In addition, a significant
decrease in the THD of the current waveforms can be seen, allowing compliance with
standards in terms of harmonic distortion.

Figure 4.15 depicts the time response evolution of the estimated current ĩ(t) to reach
the measured current i(t) for each phase, which contains different harmonic content; as
it may be observed, the estimator exhibits fast convergence properties and fast response
during load steps changes, considering an abrupt load change of 30% at t = 5.1s.

Figure 4.16 shows the THD measured during frequency and load changes considering a
sampling rate of 0.5µs based on a sampling moving window; the THD computation de-
picts how the harmonic estimation and suppression scheme can considerably reduce total
harmonic distortion in the presence of abrupt frequency and load changes reducing the
harmonic distortion at the time t = 1, 2, 3, 4s and t = 5s respectively. In the simulation
results, transients can be observed. However, this may be due to the Gibbs phenomenon4.

4The Gibbs phenomenon, discovered by Henry Wilbraham (1848) and rediscovered by J. Willard
Gibbs (1899), is the peculiar manner in which the Fourier series of a piecewise continuously differentiable
periodic function behaves at a jump discontinuity. The n th partial sum of the Fourier series has large
oscillations near the jump, which might increase the maximum of the partial sum above that of the
function itself. The overshoot does not die out as n increases, but approaches a finite limit.

97 Serafin Ramos-Paz



4.2. THE POWER FACTOR COMPENSATION ASSESSMENT CHAPTER 4.

0 0.2 0.4 0.6 0.8

0

100

200

0 0.2 0.4 0.6 0.8

0

500

1000

Time (s)

Time (s)

N
P
C
A
E
E

N
P
C
F
E
E

Figure 4.17: Performance indices of the proposed harmonic estimator.

In order to include performance indexes for the estimator to be compared with existing
estimation methods, two indices of performance are defined in terms of the normal-
ized percentage cumulative amplitude estimator error (NPCAEE) and the normalized
percentage cumulative frequency estimation error (NPCAEE) are included as seen in
[Mojiri et al., 2010] defined as follows.

NPCAEE =
N∑
n=1

|An − Ãn|
An

× 100 (4.19)

NPCFEE =
N∑
n=1

|αn − α̃n|
αn

× 100 (4.20)

Figure 4.17 depicts the cumulative error of the estimation of the harmonics amplitudes
and frequencies and how the error decay to zero in less than 0.5s. Furthermore, despite
a higher transient, the harmonic estimator proposed in this thesis exhibits a faster
amplitude estimation than the results shown in [Mojiri et al., 2010].

4.2 The Power Factor Compensation Assessment

This section describes a novel control strategy applicable to power electronic convert-
ers intending to provide ancillary services to the electrical power grid in terms of power
factor compensation. This objective is achieved through a nonlinear control strategy
centered on nested control loops based on super-twisting sliding modes and nonlinear
optimal tracking control. To make the power converter output track a desired reference
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current to inject the required reactive power for the power factor compensation at a
power system node. Simulation results demonstrate the effectiveness of the proposed
control scheme by guaranteeing unitary power factor regulation in the face of abrupt
load variations.

Traditionally, the power factor compensation is carried out through the parallel con-
nection of capacitors banks to compensate the reactive power consumed by a load in
the electrical power grid, commonly by inductive loads. These capacitors are sized
according to the installed load, doing this configuration static. Nonetheless, if the load
varies, two scenarios could happen; on the one hand, the installed capacitors would be
insufficient to compensate the desired power factor required by the electrical power grid
operators in compliance with the grid codes. On the other hand, the capacitors would
be oversized if the load decreases, generating a leading power factor. In addition, in the
presence of harmonic distortion, if the combination of the line reactance and the required
capacitor for power factor correction has a resonance as the harmonic current generated
by a nonlinear load, an overcurrent may flow through the capacitor, causing potential
damage to the power system. In this sense, a dynamic power factor compensation
scheme is proposed in this thesis through the robust nonlinear control of power electronic
converters acting as ancillary services to the electrical power grid. This application can
improve the power quality and thus, enable users mainly of industrial-type to avoid the
fines imposed by the electrical power grid operators concerning the operation with an
inappropriate power factor.

4.2.1. Proposed Dynamic Power Factor Compensation Scheme

Consider the power factor5 p.f relationship between real Pa and apparent power S.

p.f. =
Pa
S

= cos (θv − θi) . (4.21)

Being θv and θi, the voltage and current phase angle, respectively. The ideal power
factor is obtained when the current and voltage waveforms are in phase. Since Pa =

S cos(θv − θi) and Qr = S sin(θv − θi), the only way in which unitary power factor is
achieved, results when the reactive power is eliminated, this is Qr → 0. Otherwise,
the remaining reactive power will produce a lagging or leading power factor due to
the connection of inductive or capacitive loads. Therefore it is of interest the power
factor correction to achieve efficient power consumption. The power factor correction
proposed idea is depicted in Figure 4.18, which is based on the use of an electronic
power converter (DC/AC), capable of injecting sufficient current at the PCC, in order

5The power factor is the cosine of the phase difference between voltage and current it is also the
cosine of the angle of the load impedance. The power factor is dimensionless since it is the ratio of
the average power to the apparent power. The power factor may be seen as that factor by which the
apparent power must be multiplied to obtain the real or average power. The value of the p.f. ranges
between zero and unity[Alexander, 2017].
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Figure 4.18: Power factor correction control scheme.

to regulate the power factor. This is achieved through the nonlinear optimal control in
combination with sliding modes based on nested control loops, as described in Chapter 2,
where an external control loop based on sliding modes, super-twisting (2.35), calculates
the required reactive power reference that the converter must inject in order to reach
the desired power factor (ideally p.f.=1). This is accomplished using the selection of a
sliding surface σ1 based on the difference between a desired reactive power reference
Qrref and the reactive power Qr measured at the PCC. Therefore the sliding surface for
the super-twisting controller (2.35) is designed as σ1 = Qrref −Qr. The super-twisting
external control loop provides a power reference necessary to reach the sliding manifold
in which the following conditions holds

lim
t→∞

σ1 = 0 =⇒ Qrref −Qr = 0 (4.22)

If the reactive power reference is defined as Qrref = 0, the only possible solution to
fulfill (4.22) is given by the elimination of the reactive power drawn at the PCC by the
load; this is Qr = 0. This means that only real power Pa will be drawn to the main
utility grid, ensuring unitary power factor. Because the power converter output is a
current signal, it is necessary to transform the power reference (generated by the S.T.
control loop (2.35)) into a current reference in order to control the power factor through
a current profile indirectly. The inner loop current control reference iref is calculated
based on the idea given in [Ramos-Paz et al., ] as follows

iref =
SVs
V 2
srms

(4.23)
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where S is the apparent power, Vs is the voltage measured at the PCC, Vsrms is the
Vs RMS voltage. The equation above is derived from the expression, where a dummy
variable is introduced.

S = Vrmsirms

(
Vrms
Vrms

)
(4.24)

then, by solving for irms and multiplying the left and right hand sides of (4.24) by√
2 sin(ωt), it follows that

irms
√

2 sin(ωt) =
SVrms
V 2
rms

√
2 sin(ωt) (4.25)

where Vs∠∆ = Vrms
√

2 sin(ωt+ ∆) and ∆ is an arbitrary phase angle.

Remark 3: Notice that by multiplying by the factor
√

2 sin(ωt+ ∆), the resulting
reference current iref will have an arbitrary ∆ phase angle, which is assumed to be
the same of Vs. However, for the purposes of p.f. correction, it is required to produce
reactive power Qr which is completely obtained when |θv − θi|= π

2
, this means that

all the apparent power S = |S|= |Pa + jQr| will be converted into reactive power.
Therefore, it is necessary to shift the phase of the measured signal Vs by ϕ = π

2
. For

this purpose, the PCC voltage Vs can be modeled by defining Ψ1 = A sin(ωt), and
Ψ2 = A cos(ωt), where A is the PCC voltage amplitude and ω = 2πf being f the
fundamental grid frequency. Thus, the shifted signal by π

2
, can be obtained from the

following exosystem.

dΨ1

dt
= ωΨ2 + Γ(Vs −Ψ1), Ψ1(0) = 0

dΨ2

dt
= −ωΨ1, Ψ2(0) = A.

(4.26)

The term Γ(Vs − Ψ1) is used in order to identify the amplitude of the PCC voltage,
where Γ is a constant parameter (tuned to synchronize the signal from the exosystem
with the signal from the electrical grid). Therefore, it is possible to indirectly control
the reactive power injected into the PCC through an inner current control loop. Finally,
in order to track the desired reference current iref provided by the external control loop
(2.35). An internal control loop based on optimal control (2.12)-(2.14), is used with the
objective of directly controlling the output current of the power electronic converter.

4.2.2. Power Factor Correction Case of Study

Refer to the power system configuration shown in Figure 4.19, which consist of a single-
phase AC node linked to the main utility grid, where a set of RL loads are connected at
the PCC, which are switched at different time instances, demanding real and reactive
power to the main utility grid. Then, as a consequence, the power factor drops. To
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Micro

DC/AC

Source

AC node

PCC

Breakers

Dynamic load

Pa +Qr

Figure 4.19: Power factor correction case of study, dynamic load.

deal with the power factor issue, a DC/AC power electronic inverter is connected to
the PCC through an RL branch, to inject the required reactive power according to the
power factor correction control scheme (Figure 4.18) to achieve unitary power factor.

Simulation Results

Rs Rs RsLs Ls Ls

LgRg

Figure 4.20: Microgrid power factor compensation scheme through ancillary
services.
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Table 4.1: Power system parameters,[Fan, 2017]

Parameter Description Units
VDC DC source voltage 1000V
Rs Filter resistance 1mΩ
Ls Filter inductance 18mH
Vg Grid voltage 180V
Rg Grid resistance 0.01Ω
Lg Grid inductance 18µH
f Grid frequency 60Hz

In order to demonstrate the effectiveness of the proposed power factor correction control
scheme, through a power electronic converter. A MATLAB/Simulink® simulation
was conducted as follows: A power system configuration was implemented shown in
Figure 4.19, considering a discrete step size of 1µs and the system parameters chosen
as described in Table 4.1. In addition to the purpose of demonstrating the robustness
properties of the controller, abrupt load changes were produced in accordance with

Load =


10KW + 5KVAR t ≤ 0.8s

11KW + 6.5KVAR 0.8s < t ≤ 1.6s

12KW + 8KVAR 1.6s < t ≤ 2.4s

13KW + 9.5KVAR t > 2.4s

Therefore, by the increment in the power consumption, the system power factor will
drop, and in this sense, it will be compensated by the proposed control scheme. For
the outer control loop the super-twisting (2.35) gains were chosen as λ1 = 100 and
λ2 = 9000. For the inner optimal control loop the performance index (2.10) gains were
selected as Q = 100 and R = 4. In addition, for the phase shift exosystem, the gain for
the grid synchronization function was chosen as Γ = 2000.

Figure 4.21(a) shows the convergence of the sliding surface σ towards zero, ensuring the
elimination of the reactive power at the PCC. Fig 4.21(b) depicts the super-twisting
outer control signal, which represents the required apparent power reference, which is
transformed into a current reference.

Figure 4.22 represents the nonlinear optimal tracking control of iref , where it’s possible
to appreciate how the inverter output current is tracks the desired current reference,
provided by the outer control loop.

Figure 4.23(a) depicts the elimination of the reactive power measured at the PCC, as a
result of the convergence of the sliding surface σ → 0, Figure 4.23(b) shows the active
power consumption by the load which will be the only power that will be drawn to the
AC utility grid, since the required reactive power will be provided by the inverter.
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Figure 4.22: Optimal tracking control for the grid current reference.
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Figure 4.25: Phase angle between the grid voltage Vg and current ig waveforms
before the power factor correction.

Figure 4.24(a) shows the power factor, considering the abrupt load changes, without the
proposed power factor correction scheme. On the other hand, Figure 4.24(b) depicts
the achievement of the unitary power factor considering the proposed power factor
correction scheme.

Figure 4.25 depicts the phase difference between the grid voltage Vg and the grid current
ig waveforms, resulting in a lower power factor. This is without the power factor
correction. Nonetheless Figure 4.26 shows how, during the power factor correction, Vg
and ig are in phase, resulting in unitary power factor.

It is worth remarking that the dynamic power factor compensation is possible in a
node of the electrical power grid with the proposed control strategy. Although the
primary energy source for the power electronic converter can come from a renewable
energy source, this scheme can also be implemented with a shunt configuration. The
advantage of this proposal compared to solutions based on connecting capacitors in
parallel is that this is a configuration is adapted to the needs or requirements based on
the consumption of a power grid node. In the same way, this scheme can only be used
when necessary. And then, during another operating condition, the electronic power
converter can change its control objective to supply power to the electrical power grid
or harmonic compensation, shown in the previous section of this Chapter.
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Figure 4.26: Grid voltage Vg and current ig waveforms in phase after the power
factor correction.

4.3 The Voltage Regulation Assessment

This section presents a nonlinear optimal and robust control scheme applied for
voltage regulation in an electrical power grid node through power electronic converters
acting as microgrid ancillary services. The voltage regulation is achieved by using a
series of nested control loops based on nonlinear optimal tracking control and sliding
mode control. In the event of voltage variations at the common coupling point (PCC),
the proposed control scheme drives the electronic power converter to inject the necessary
power to the grid node to perform voltage compensation. Simulation results demonstrate
the effectiveness of the present control scheme.

4.3.1. Proposed Voltage Regulation Scheme

R X
DGGrid

Vp Vq

PD, QD

Load
PL, QL

IR

Figure 4.27: Simple radial electrical distribution system with a distributed
generation node.
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Consider a simple radial system as depicted in Figure 4.27, where X and R are the
reactance and resistance of the line connecting the distributed generation (DG) node to
the main utility grid, PL and QL are the load active and reactive power consumption.
DG is a distributed generation node that may be based on renewable power sources (i.e.,
solar, battery, etc.) with PD and QD active and reactive power production, respectively,
V1 and V2 are the sending and receiving end voltage.

δV

∆V

I

V1

V2

IR

IXIX

φ φ

φδ

Figure 4.28: Voltage drop diagram.

Suppose that the receiver load behaves like a combination of resistors and coils (which
is the most typical case for industrial consumers). In this sense, total current presents
an angle of phase to the voltage between 0◦ and −90◦ and thus, passage of this current
through the resistance and inductance of the line represents a voltage drop, shown in
Figure 4.28, where

V 2
1 = (V2 + ∆V )2 + δV 2

V 2
1 = (V2 + IR cos(φ) + IX sin(φ))2 + (IX cos(φ)− IR sin(φ))2

(4.27)

then, defining the active and reactive power as

Pa = V2I cos(φ) Qr = V2I sin(φ) (4.28)

It follows that

V 2
1 =

(
V2 +

PaR

V2

+
QrX

V2

)2

+

(
PaX

V2

− QrR

V2

)2

(4.29)

Comparing (4.27) and (4.29)

∆V =
PaR +QrX

V2

δV =
PaX −QrR

V2

(4.30)

It results that ∆V represents the voltage drop to the magnitude of V1 and δV is the
voltage drop for the voltage angle V1.

Assumption 1: In general, the X/R ratio is relatively low in a distribution power
grid, especially in a weak distribution feeder with high impedance [Mujal, 2019]. This
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is because the geometric mean distance between the conductors is shorter within the
distribution system than overhead transmission lines. Therefore according to (4.30), a
significant amount of power injected by the distributed generation node will result in a
voltage increase or drop in the electrical power system. Lower X/R ratios increase the
voltage level, however, higher X/R ratios decrease the voltage profile at the PCC and
imposes the need for more reactive power support [Alizadeh et al., 2016].

The voltage compensation will depend on several factors, such as the power capability
of the distributed generation. Figure 4.29 depicts a typical voltage compensation
application for power systems based on the proposed scheme. Where an outer control
loop based on super-twisting sliding modes (2.35) generates the power reference, with
a sliding surface designed based on the voltage drop measured at the PCC as σ2 =

Vref − Vpcc. Then the required current to be injected at the PCC is calculated based on
(4.23). Finally, the reference current iref its tracked by means of a nonlinear optimal
tracking control (2.12)-(2.14) of a DC/AC converter.

The Voltage Controller Design

Micro

Source

Rs is Ls

C

Rg Lg

PWM

AC Grid

Optimal tracking
Control

Eqns. (2.12)-(2.14)

Current
Calculation
Eqn. (4.23)

Super-twisting

Eqn. (2.35)

Phase
Shift

Load

Vg

Vg∠π/2

Vgrmsis vs vpcc

isref ust

u∗(X )

PCCInverter

Vref

+

−
Σ Vpcc

σ2

Figure 4.29: Voltage compensation control scheme.

Consider a single-phase grid-connected inverter shown in Figure 4.30. where Ls, Rs are
the inductance and resistance on the inverter-side respectively, C is the filter capacitor,
Lg and Rg are the inductance and equivalent resistance on the grid-side respectively, E
represents the output voltage of the inverter, Vg is the AC voltage of the utility grid,
is is the current flowing through the LC branch on the inverter side, ig is the current
flowing through the utility-grid branch and Vc is the voltage on the filter capacitor. In
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addition, an RL load is connected to the system where Rl represents the load resistance
and Ll is the load inductance.

Ls Rs

Rl Ll

Lg Rg

VgE C

Figure 4.30: Single-phase equivalent circuit of a grid-tied power electronics
converter with an LCL filter.

The dynamic equations of the circuit modeled on the abc reference frame by applying
the Kirchhoff laws are described as

dis
dt

=
1

Ls
E − Rs

Ls
is −

1

Ls
Vc

dig
dt

=
1

Lg
Vc −

Rg

Lg
ig −

1

Lg
Vg

dil
dt

=
1

Ll
Vc −

Rc

Ll
il

dVc
dt

=
1

C
is −

1

C
ig −

1

C
il

(4.31)

The grid voltage Vg can be represented in terms of an exo-system, defining

Vg = A sin(ωt) Wg = A cos(ωt) (4.32)

where

dVg
dt

= ωWg

dWg

dt
− ωVg

(4.33)

Then, consider the nonlinear optimal and robust control system for voltage regulation
shown in Figure 4.29, which consists of the following elements: 1) a direct current
source (which can be generated from a distributed generation node based on renewable
energies); 2) a single-phase inverter, which allows the conversion from DC to AC; 3)
an LC type filter, which allows the interface of the electronic power converter with
the common coupling point with the distribution line; 4) a distribution line whose
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parameters are modeled in a lumped way and modeled as the series effect of a resistive
and inductive element and finally, the main electrical power grid. The main objective of
the proposed control system is to guarantee voltage regulation at the common coupling
point; that is, in the event of a voltage fluctuation on the side of the main electrical
grid, the distributed generation node must supply the necessary power to compensate
the voltage variation, this is done by considering a nonlinear optimal control scheme in
combination with sliding modes as described in Chapter 2 as follows: The rms voltage
is measured at the PCC, then an error signal is obtained from the difference between
the measured voltage at the PCC and a reference voltage.

σ1 = Vpcc − vref (4.34)

Then the error signal is used in order to generate a power reference for the inverter
by means of an outer, super twisting control loop (2.35), by choosing σ1 as the sliding
surface. In order to compensate the voltage fluctuations at the PCC, the inverter is
required to inject a significant amount of power. In this sense, the inverter output
power is proposed to be indirectly controlled by using an inner current control loop,
where the current reference is given in terms of the required reference power and the
grid voltage as seen in [Ramos-Paz et al., ].

iref =
PrefVg
V 2
grms

(4.35)

Where, Pref is the reference power generated by the outer control loop. From (4.35)
the inverter output power is indirectly controlled through the current inner control loop
by means of a super-twisting controller (2.35) with the sliding surface selected as

σ2 = iref − ig (4.36)

It is worth mentioning that the proposed control scheme has the characteristic of
presenting elements of robustness in the face of parametric uncertainties of the electrical
distribution power grid by only depending on measurements of the voltages and currents
of the grid that in turn serve to generate the sliding surfaces internal and external
control loops.

4.3.2. Simulation Results

This section presents the simulation results obtained for the validation of the pro-
posed robust voltage regulation scheme. For this, the MATLAB/Simulink® software
was used, where an electrical distribution grid was implemented shown in Figure 4.29.
Together with the proposed control scheme. The simulation was carried out as follows:
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Rg Lg
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Figure 4.31: Microgrid voltage regulation scheme through ancillary services.

Consider a microgrid configuration as depicted in Figure 4.31. For the power electronic
converters and the distribution grid, the simulation was performed considering the
parameters as depicted in Table 4.2.

Table 4.2: Power system configuration parameters, [Fan, 2017]

Main parameters of the simulated system

Filter
Ls = 6.3mH, Rs = 3.5Ω

C = 10.3mF , Vdc = 800V

Grid
Vg = 120Vrms, Rg = 0.09Ω

Lg = 18mH

Then a voltage variation was simulated at the main electrical grid side, where the grid
voltage is represented as follows.

Vgsag =



0% t ≤ 0.5s

10% 0.5s < t ≤ 1s

0% 1s < t ≤ 1.8s

0.05 sin(ωt) + 0.95% 1.8s < t ≤ 2.5s

0% 2.5s < t ≤ 3s

In addition, an RL load is connected to the PCC, demanding 10 KVA, which, in
order to demonstrate the robustness properties of the controller, has an abrupt change
from 1 kVA to 2 kVA at t = 2s. Then, the proposed robust voltage control scheme
is implemented considering the following controller parameters, for the outer power
controller, the STA (2.35) was implemented by selecting the sliding surface as (4.34)
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Figure 4.32: Vc and ig measured at the PCC.

with λ1 = 100 and λ2 = 10000, finally, for the inner current control loop, the STA was
implemented with the sliding surface as (4.36) with the controller gains selected as
λ1 = 1000 and λ2 = 20000, and the optimal controller gain selected as Q = 100 and
R = 4. The carrier frequency for the PWM inverter signal was selected to 100 kHz.

Figure 4.32 shows the voltage and the current measured at the PCC. It is important to
notice that total harmonic distortion (THD) of the current signal is below 1.06%, which
demonstrates that by using the proposed control strategy, it is possible to regulate
the voltage al the PCC without compromising the harmonic distortion of the current
waveform ig.

Figure 4.33 Depicts the voltage regulation at the PCC, where it is possible to appreciate
that despite the voltage variation in the main electrical power grid, the proposed control
scheme guarantees voltage regulation, it is possible to appreciate that there is a certain
error in steady-state, this is due to the fact that the system has a relative degree
other than 1, which makes impossible for the super-twisting controller to achieve an
asymptotic convergence to the reference. However, it can be considered that this control
scheme allows voltage regulation within a window allowed by the voltage regulation
standards (i.e., IEEE Vision for Smart Grid Controls: 2030 and Beyond [Annaswamy
and Amin, 2013]).

Figure 4.34 shows the THD content measured at ig, which demonstrates the effectiveness
of the controller for the voltage regulation without a negative effect in the harmonic
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Figure 4.33: Voltage regulation at the PCC.
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Figure 4.34: Total harmonic distortion measured at ig.
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Figure 4.35: Robust tracking control for is.

Figure 4.35 shows the tracking control for the inverter output current is whose reference
signal is generated by (4.35) by means of the outer power control loop. It is important
to remark that the voltage compensation strategy is implemented by means of a single-
phase inverter. Moreover, the aforementioned results can be expanded to three-phase
electrical systems by using a parallel configuration of single-phase inverters, since each
single-phase inverter has a dedicated or local controller for each phase, which enables
the possibility to compensate unbalanced voltage fluctuations for three-phase systems.

4.3.3. The Three-phase Approach

The voltage regulation scheme presented in the section above is designed for single-
phase power electronic converters. However, this section presents the control approach
for three-phase power electronic converters that can support voltage regulation to a
node of the electrical grid. As described in Chapter 2, the proposed control scheme is
based on nonlinear optimal control combined with sliding modes. The controller design
includes an external control loop based on sliding modes that emulate the dynamics of
a drop-type controller in order to determine the power reference necessary to achieve
voltage regulation. Subsequently, the power reference generated by the external control
loop is given to the internal control loop based on nonlinear optimal control, which
acts directly on the power electronic converter. Then, the power converter tracks a
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reference power signal injected into the electrical power grid node. This control scheme
is described in Figure 4.36.

A
C

B
us

LCL Filter

Super-twisting
Controller

Eqn. (2.35)

Nonlinear
Optimal control
Eqns. (2.12)-(2.14)

Micro
Source

Σ
Vrefσ

Qref

PWM
+

−

Load

Vpcc

ig, Vcis

Figure 4.36: Proposed microgrid control system configuration.

Simulation Results

Rs Ls Rg Lg

C

Figure 4.37: Microgrid voltage support scheme through ancillary services.

In order to demonstrate the effectiveness of the proposed control scheme, a simulation
based on MATLAB/Simulink® was conducted as follows; Firstly, the simulation setup
was done by using the power system Simulink® toolbox, based on the configuration
depicted in Figure 4.36, implemented with the following system parameters, Vg =

220Vrms, Ls = 0.002H, Rs = 3Ω, C = 4µF , Rc = 10kΩ, Lg = 0.002Ω, Rg = 0.270Ω

and E = 900V . Then the nonlinear controllers (2.12) and (2.14) were programmed by
using the MATLAB/Simulink® user-defined function block, with a simulation time
step of 0.5µs. Matrices for the nonlinear optimal control performance index (2.10) are
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selected as Q = [2000, 0; 0, 200] and R = [0.001, 0; 0, 0.0005], with a reference vector
r = [Pa;Qr]. For the purposed of this work, Pa = 0 and Qr = ust is commanded
by the outer control loop (2.35), which is the output of the super-twisting controller;
the super-twisting algorithm gains are λ1 = 10 and λ2 = 200000. Subsequently, an
experiment was reproduced, where a swing generator type with a nominal voltage of
220 Vrms operating at a rated frequency of 60Hz is connected to a three-phase load,
which demands 1 KVA and 5 KVAR with a nominal voltage of 220 Vrms, afterwards, a
voltage variation is simulated at the PCC where Vpccsag is defined as

Vpccsag =



0 % t ≤ 0.5s

50% 0.5s < t ≤ 1s

1% 1s < t ≤ 1.5s

30% 1.5s < t ≤ 2s

0% 2s < t ≤ 2.5s

0.2sin(2πt) + 0.8% 2.5s < t ≤ 3.5s

0% t > 3.5.
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Figure 4.38: Voltage variation compensation and line to ground rms voltage at
the PCC.

To evaluate the controller capabilities of rejecting time-varying voltage deviations, at
the initial time t = 2.5s to t = 3.5s a sinusoidal function was simulated as a voltage
fluctuation. Figure 4.38, depicts the line to ground rms voltage measured at the PCC,
considering the voltage variation compensation strategy as is proposed in this thesis,
where it is possible to observe the voltage compensation after a transient effect and how
the voltage remains at a constant line to the ground value of 127Vrms which remains
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within the allowable voltage range of about ±5%. In Figure 4.39, the active and reactive
power delivered by the power electronic converter to the PCC is shown, where it is
possible to observe how the inner control loop tracks the desired reactive power reference
given by the outer control loop, while the active power was set to zero. Finally, Figure
4.40, depicts the three-phase line to the ground voltage, while the voltage variation
compensation is measured at the PCC during the simulation.
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Figure 4.39: Active and reactive power tracking control, during the voltage
variation compensation.
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4.4 The Multipurpose Approach

This section describes a typical application concerning the compensation of differ-
ent power-quality phenomena as mentioned in the previous sections of this Chapter,
considering an holistic approach.
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PWM
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vsis vpcc

Harmonic
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Current
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Figure 4.41: Proposed voltage Control System Configuration.

As depicted in Figure 4.41, consider a power system configuration with a nonlinear
dynamic load connected to an AC power grid. This dynamic load may introduce
harmonic distortion to the electrical power grid. In addition, it may vary its power
consumption producing a lagging power factor or a voltage variation may occur at the
grid-side. Then, to compensate the aforementioned power quality issues, a DC/AC
electronic power conditioner is equipped with the proposed control schemes:

Harmonic/interharmonic supresssion scheme as described in section 4.1.

Power factor correction scheme as described in section 4.2.

The voltage regulation scheme as described in section 4.3.

Along with a decision function Λ which prioresses the power quality issue to be solved.
In this research, it is proposed that the function Λ is a boolean type variable that
determines the activation of the required control scheme based on the power quality
problem to be solved. In this sense the power conditioning application function as
an ancillary device to the electrical power grid to compensate different power quality
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problems with a single power electronic converter.

It is essential to highlight that the proposed power quality enhancement schemes
(harmonics compensation, power factor correction, and voltage regulation) can be
extended to the three-phase case by considering an individual single-phase inverter at
each phase. This configuration has an essential characteristic since by doing so, it is
possible to compensate different power quality issues at each phase, even for unbalanced
three-phase systems.

4.4.1. Simulation Results

Harmonics
t ≥ 0.6s

Λ1 = 1,Λ2 = Λ3 = 0

Power factor

Λ3 = 1,Λ1 = Λ2 = 0

0.6 < t ≤ 2.5s Voltage
t > 2.5s

Λ2 = 1,Λ1 = Λ3 = 0

Time (s)

D
is

tu
rb

an
ce

Figure 4.42: Simulated power quality disturbances at the PCC.

Rs Rs RsLs Ls Ls

Rg Lg

C

Figure 4.43: Microgrid power quality enhancement scheme through ancillary
services.

In order to demonstrate the effectiveness of the proposed power-quality enhancement
control scheme, a MATLAB/Simulink® simulation was conducted as follows: consider
a microgrid configuration as described in Figure 4.43, with a discrete step size of
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Table 4.3: Power system parameters, [Fan, 2017]

Parameter Description Units

VDC DC source voltage 1000V
Rs Filter resistance 1mΩ
Ls Filter inductance 18mH
Vg Grid voltage 220V
Rg Grid resistance 5.738mΩ
Lg Grid inductance 0.57mH

Table 4.4: Simulated power quality issues at the PCC

Power quality issue Duration Λi value

Harmonic distortion t ≤ 0.6s Λ1 = 1,Λ2 = 0,Λ3 = 0
Lagging power factor 0.6s < t ≤ 2.5s Λ1 = 0,Λ2 = 0,Λ3 = 1
Voltage variation t > 2.5s Λ1 = 0,Λ2 = 1,Λ3 = 0

0.8µs with the power system parameters as described in Table 4.3. Then different
power-quality issues were simulated at the PCC at different time instants according
to Table 4.4. Firstly, the harmonic distortion is produced by an uncontrolled rectifier
load which is approximated by the following signal, as described in [Williams and Hoft,
1991].

s =Ai sin(αlt+ θ) + Ah sin(αht+ θh) + Af sin(αf t+ θf ) + A3 sin(α3t+ θ3)

+ A5 sin(α5t+ θ5) + A7 sin(α7t+ θ7)
(4.37)

where αn = 2πnf is the angular frequency in rad/s for the n-th harmonic, being
α3, α5, α7 and αf the odd and fundamental frequencies respectively, with αi being a
low order interhamonic frequency (sub-harmonic) and αh a high order interharmonic,
both non-integer multiples w.r.t the fundamental, which for this application is taken
as 60Hz. An are the amplitudes of the harmonics and θn the phases. The estimator
parameters are given in Table C.1 (see Appendix C). Notice that (4.37) is composed of
harmonic and interharmonic terms, whereby the use of the proposed online estimator is
possible to estimate the frequency, amplitude, and phase for each harmonic component.
Subsequently, in order to demonstrate the capability of the controller to compensate
the power factor variation, abrupt load changes were produced as follows.

Load =


10KW + 5KVAR t ≤ 0.8s

11KW + 6.5KVAR 0.8s < t ≤ 1.6s

12KW + 8KVAR 1.6s < t ≤ 2.4s

13KW + 9.5KVAR t > 2.4s.

Therefore, by the increment in the power consumption by the effect of the connection
of inductive and resistive loads (simulated by power electronic elements in order to
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increase the reactive power consumption), the power factor will drop, and in this sense,
it will be compensated by the proposed control scheme. Finally, voltage variation is
simulated as defined in Table 4.4 and Figure 4.42 the voltage variation is described by
a 12% voltage reduction of the nominal PCC voltage.
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Figure 4.44: (a) Current waveform compensation at the PCC; (b) nonlinear
optimal tracking control of the required injected current.

Figure 4.44(a) depicts the harmonic waveform compensation through the proposed
scheme within a time interval of less than 0.1s. Also, in Figure 4.44 (b) is depicted
the effectiveness of the nonlinear optimal tracking control for the output current of the
DC/AC inverter is tracking the required current profile iref for the harmonic compen-
sation. In addition, Figure 4.45 shows the total harmonic distortion (THD) before and
after the compensation with the proposed method with an initial THD = 24.79% and a
compensated signal with a THD = 1.77% which represents a considerable reduction of
the waveform distortion, which allows compliance with standards or grid codes [std,
1993], [I.E. Commission, 1998].
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Figure 4.45: (a) Current waveform THD before compensation; (b) current THD
after compensation.

0 0.1 0.2 0.3 0.4 0.5 0.6

100

150

200

0 0.1 0.2 0.3 0.4 0.5 0.6

10

20

30

0 0.1 0.2 0.3 0.4 0.5 0.6

0

5

10

15

Time (s)

H
a
rm

o
n
ic

s
 a

m
p
li
tu

d
e
s

Figure 4.47: Estimated harmonics amplitudes.
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Figure 4.46: Estimated harmonic frequencies.
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Figure 4.48: Phase angles estimation.

Figure 4.46 depicts the frequency estimation of the harmonic content of the distorted
current signal demonstrating a fast convergence toward the following harmonic frequen-
cies: α1 = 15 × 2 × π, αh = 9.5 × 2 × π, while αf = 2 × π × 60, α3 = 6 × π × 60,
α5 = 10× π × 60, and a7 = 14× π × 60, all in rad/s.

The results given in Figure 4.47, show the harmonics amplitudes estimation toward
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Figure 4.49: Power factor compensation (upper), and voltage regulation at the
PCC (lower).

Ãi = 10, Ãh = 30, Ãf = 180, Ã3 = 30, Ã5 = 12 and Ã7 = 7. It is important to mention
that the estimator exhibits a fast convergence for all the harmonic amplitudes, but the
interharmonic which has the slowest convergence rate. Nonetheless, it is possible to
appreciate that the proposed estimator can estimate interharmonic amplitude. A faster
interharmonic convergence is a topic for a future work.

Figure 4.48 shows the harmonic phases estimation where the following results were
obtained θi = 30, θh = 10, θf = 0, θ3 = 15, θ5 = 5 and θ7 = 7, all in deg units.

Figure 4.50 depicts the voltage waveform measured at the PCC during harmonics
compensation, power factor correction and voltage regulation respectively. Finally,
Figure 4.49 (upper) shows the power factor regulation without the proposed control
scheme and with the compensation scheme, where it is possible to appreciate the unitary
power factor regulation in the presence of abrupt load changes. Finally, Figure 4.49
(lower) demonstrates the voltage regulation at the PCC in the presence of voltage
variation. The results above demonstrate that through the proposed control scheme at
different time instances, it is possible to compensate the power quality issues presented
at the power system node.

It is important to mention that, for simulation purposes, the selection of the controller
necessary to compensate each of the power quality problems was made through the
selection of the parameter Λ shown in Table 4.4. However, the Λ function must come
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Figure 4.50: (a) Measured voltage at the PCC during harmonics compensations;
(b) measured voltage during power factor corrections; (c) measured voltage during

voltage regulation

from a higher hierarchical control level capable of automating the decision-making
process and selecting which power quality problem to be solved as a priority. However,
the design of this hierarchical level of control is proposed as a future work derived from
this thesis.

4.5 Summary

This Chapter ascertains control strategies to provide ancillary services to a microgrid
in harmonic suppression, power factor correction, and voltage regulation. The control
objectives are achieved through a nested nonlinear robust control scheme based on
nonlinear optimal control combined with sliding modes. In addition, a holistic solution
for power quality enhancement is presented, related to the harmonic suppression scheme,
a fast convergent harmonic and interharmonics estimator is presented, relying on a
decentralized approach. In addition, the power quality enhancement control scheme’s
effectiveness through microgrid ancillary services is demonstrated via simulations.
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Chapter 5

Conclusions and Future Work

5.1 Conclusions

This thesis has presented the design of nonlinear optimal and robust controllers for
both microgrid operative modes and power conditioning applications mainly based on
nonlinear optimal tracking control and super-twisting sliding modes. Case of study
simulation results have demonstrated the effectiveness of the proposed control schemes
applied for power electronic converters. Derived from the work of this thesis, the
following has been concluded: a) the use of nonlinear optimal control for the primary
control of microgrids in their different modes of operation has allowed the control of
the variables of frequency, voltage, and power in an effective way, improving the results
offered by linear controllers such as PID-type controls; b) the proposed energy storage
scheme based on supercapacitors has been considered as a design block that can be
integrated into different microgrid elements such as those proposed in this thesis to
deal with the power generation intermittency produced by renewable energy sources
or to provide ancillary services to the electrical grid in terms of power conditioning;
c) The proposed harmonic identification scheme based on a decentralized structure
has proved to be efficient for real-time implementation, which makes it feasible for
feedback control applications such as dynamic harmonic suppression in conjunction with
control strategies such as nonlinear optimal control; d) in this thesis, a novel control
scheme based on nonlinear optimal control in combination with sliding modes has been
presented. This control scheme has allowed to control variables of complex coupled
dynamic systems such as power factor and voltage regulation in a power node of the
electrical power grid through electronic power converters; e) the power conditioning
strategies described in this thesis have been integrated into the same control scheme
by acting on a single power electronic converter capable of compensating for different
problems in terms of power quality depending on the power grid requirements.

The contributions of this thesis have been:

The design of a nonlinear optimal controller for an energy storage unit based on
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supercapacitors considering a proper charging strategy along with an intelligent
controller.

The design of a power conditioning scheme based on an online fast-convergent
harmonic estimator with a decentralized structure. Which, along with a nonlinear
optimal tracking controller for a power electronic converter, is capable of mitigating
the harmonic waveform distortion in a power system node.

The design of a controller for power conditioning applications. Capable of compen-
sating for voltage deviations and power factor correction. The controller is based
on nonlinear optimal tracking control and sliding mode super-twisting controller
within a nested control structure capable of rejecting structural and parametric
model uncertainties and external disturbances.

5.2 Future work

The results shown in this thesis aim to lay the foundations for future research
in nonlinear control of microgrids, harmonics estimation, and power conditioning
applications. In this sense, the following activities are proposed as future work and
research.

Concerning the nonlinear control of microgrids, it is proposed to integrate different
distributed generation nodes considering a superior hierarchical control level, such
as their coordination to share electrical power between different parallel converters
and the power flow optimization. In addition, it is proposed to perform real-time
experiments for an energy storage system based on supercapacitors.

Laboratory tests of the nonlinear optimal controller applied for harmonic sup-
pression, as described in Chapter 4, are possible to perform. However, for this
thesis, this topic is considered to be a future work since, at the time this thesis
was written, the Laboratory did not have the required equipment to perform
the complete HIL setup. Nonetheless, within this thesis, it is demonstrated that
through a HIL experiment, by using a low-cost microcontroller, it is possible the
implementation of the harmonic estimator, which is the element that demands a
more significant computational effort than the control algorithm.

In Chapter 4 of this thesis, a control scheme capable of providing ancillary services
to the electrical power grid in terms of harmonic compensation, power factor
correction, and voltage regulation with a holistic approach is presented. However,
as future work, it is proposed to design a control scheme with a higher intelligent
control layer capable of making decisions depending on which power quality
problem should be prioritized to solve, depending on various parameters of the
power grid or energy efficiency.
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The design of harmonic estimators based on sliding modes is proposed in such a way
as to be able to compare the performance of the identification scheme presented in
this thesis against the proposed strategy. It is proposed that the estimator might
be able to identify the amplitude, phase, and frequency of electrical waveforms but
with the particularity of not considering the frequency as constant but considering
fast frequency variations, since the harmonic estimation problem can not only be
applied to electrical power systems but also to other areas of interest for feedback
control systems.
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Appendix A

Proof of Theorem 1

Consider the Hamiltonian function as

H(x, u, t) =
1

2
eTQe+

1

2
uTRu+

∂V (x, t)T

∂x
[A(x)x+B(x)u] (A.1)

where V (x, t) is the optimal value function. The Hamiltonian is used to obtain the
control law u by applying the maximum principle condition

∂H(x, u)

∂u
= Ru+BT (x)

∂V (x, t)

∂x
= 0 (A.2)

then the optimal control law results in

u∗(x) = −R−1(t)BT (x)
∂V (x, t)

∂x
(A.3)

for the optimal control solution based on (A.1) and (A.3), the following Hamilton-
Jacobi-Bellman equation must be fulfilled

0 =
∂V (x, t)

∂t
+H(x, u∗, t)

=
∂V (x, t)

∂t
+

1

2
eTQe+

1

2
u∗T (x)Ru∗(x) +

∂V (x, t)T

∂x
[A(x)x+B(x)u∗(x)]

=
∂V (x, t)

∂t
+

1

2
rTQr − rTQC(x)x+

1

2
xTCT (x)QC(x)x− 1

2

∂V (x, t)T

∂x
B(x)

×R−1BT (x)
∂V (x, t)

∂x
+
∂V (x, t)T

∂x
A(x)x.

(A.4)

Searching for a solution such that (A.4) is satisfied; V (x, t) is proposed as

V (x, t) =
1

2
xTPx− zTx+ ϕ, P = P T > 0. (A.5)

Therefore

∂V (x, t)

∂t
=

1

2
xT Ṗ x− żTx+ ϕ̇ and

∂V (x, t)

∂x
= Px− z. (A.6)
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Then, the HJB equation becomes

0 =
1

2
xT Ṗ x− żTx+ ϕ̇+

1

2
rTQr − rTQC(x)x+

1

2
xTCT (x)QC(x)x

− 1

2
(Px− z)T B(x)R−1BT (x)(Px− z) + (Px− z)T A(x)x

=
1

2
xT
[
Ṗ + CT (x)QC(x)− PB(x)R−1BT (x)P + AT (x)P + PA(x)

]
x

−
[
żT + rTQC(x) + zT

(
A(x)−B(x)R−1BT (x)P

)]
x+ ϕ̇+

1

2
rTQr

− 1

2
zT (x)B(x)R−1BT (x)z.

(A.7)

The dynamic behavior of the optimal closed-loop-tracking system

ẋ =
[
A(x)−B(x)R−1BT (x)P

]
x+B(x)R−1BT z (A.8)

can be analyzed as a dynamical system with a forcing function z. Hence due to the fact
that (2.13) does not depend on the solution of z, the stability analysis for the nominal
system

ẋ =
[
A(x)−B(x)R−1BT (x)P

]
x (A.9)

can be established as follows: Assuming controllability and observability for system
(2.9), there exists a differentiable symmetric and positive definite matrix P as a solution
of (2.13). Considering the positive definite and radially unbounded candidate Lyapunov
function W = xTPx and taking the time derivate for W along the nominal system,
results in

Ẇ = xT Ṗ x+ xTPẋ

= xT Ṗ x+ xT
[
PA(x) + AT (x)P − 2PB(x)R−1BT (x)P

]
x

(A.10)

From (2.13) consider that

PA(x) + AT (x)P = −Ṗ − CT (x)QC(x) + PB(x)R−1BT (x)P (A.11)

Then (A.11) becomes

Ẇ = xT Ṗ x+ xT
[
−Ṗ − CT (x)QC(x)− PB(x)R−1BT (x)P

]
x

= −xT
[
CT (x)QC(x) + PB(x)R−1BT (x)P

]
x

(A.12)

Therefore, Ẇ is negative semidefinte. Since the pair [A(x), C(x)] is observable and by
LaSalle’s theorem, asymptotic stability for the nominal system is ensured.
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Appendix B

Proof of Theorem 2

The estimator stability is based on the analysis of interconnected systems, as exposed
in [Khalil, 2002]. To this end, let us consider that the n-th sub-system associated with
the generation of the n-signal is described by

żn1 = λnzn2

żn2 = −zn3

λn
zn1

żn3 = 0

sn =
kn1

λn
zn1 + kn2zn2.

(B.1)

Then, the corresponding state estimator structure for (B.1) is defined as

˙̂zn1 = λnẑn2 +
λn
kn2

(sn − ŝn)

˙̂zn2 = − ẑn3

λn
ẑn1 + ξ(sn − ŝn)

˙̂zn3 = −γnẑn1(sn − ŝn) (B.2)

ŝn =
kn1

λn
ẑn1 + kn2ẑn2.

By defining the estimator error variables as en1 = zn1 − ẑn1, en2 = zn2 − ẑn2 and
en3 = zn3 − ẑn3, thus en = [en1 en2 en3]

T , then their corresponding time derivatives
become

ėn1 = λnen2 −
λn
kn2

(
kn1

λn
en1 + kn2en2

)
(B.3)
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ėn2 =−
(
zn3

λn
+
ξnkn1

λn

)
en1 − ξnkn2en2 +

zn3

λn
ẑn1

− ẑn1en3

λn
− zn3

λn
ẑn1

(B.4)

ėn3 = żn3 + γnẑn1

(
kn1

λn1

en1 + kn2en2

)
. (B.5)

Therefore, the n-th error dynamics becomes

ėn1 = −kn1

kn2

en1 (B.6a)

ėn2 = − 1

λn
(αn + ξnkn1)en1 − ξnkn2en2 −

ẑn1

λn
en3 (B.6b)

ėn3 = γn
kn1

λn
ẑn1en1 + γnkn2ẑn1en2. (B.6c)

Consider the candidate Lyapunov function to establish the asymptotic stability to the
origin of (B.6), as

Vn(en) =
1

2

(
e2
n1 + λ2

n kn2 e
2
n2 +

λn
γn
e2
n3

)
. (B.7)

From (B.6a), with positive constants kn1 and kn2, it is immediate to see that en1 → 0 as
t→∞ , then by taking this fact in (B.6b)–(B.6c), the time derivative of (B.7) becomes

V̇n(en) =− kn1

kn2

e2
n1 + λ2

nkn2en2

(
−ξnkn2en2 −

ẑn1

λn
en3

)
+
γn
λn
en3 (γnkn2ẑn1en2)

=− kn1

kn2

e2
n1 − λ2

nk
2
n2ξne

2
n2.

(B.8)

Therefore, V̇n(en) is negative semidefinite, and by using the LaSalle’s theorem [Khalil,
2002], function V̇n(en) = 0 for en1 = 0 and en2 = 0 , consequently ėn2 = 0 and ėn2 = 0,

and from (B.6b) it follows that 0 = − ẑn1

λn
en3, then the trivial solution en3 = 0 is fulfilled.

Hence, the estimation error (B.6) is asymptotically stable [Khalil, 2002]. Recognize
that (B.6) can be rewritten as

ėn =

 −kn1

kn2
0 0

− 1
λn

(zn3 + ξnkn1) −ξnkn2 − ẑn1

λn

γn
kn1

λn
ẑn1 γnkn2ẑn1 0


︸ ︷︷ ︸

A1(zn3,ẑn1)

 en1

en2

en3

 (B.9a)

= An(zn3, ẑn1)en. (B.9b)

Because the asymptotic stability of system (B.6) has been demonstrated through (B.7),
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it is assumed that there exists a positive definite Lyapunov function of the form V (en)

such that its time derivative can be represented as V̇ (en) = −ηn ‖en‖2, where ηn becomes
a stability degree [Khalil, 2002], defining its amount of negativeness.

Then the estimator stability analysis can be extended to the case when n signals
(harmonics and inter-harmonics) are involved in a signal s(t). In this case, the inter-
connection terms appear in the analysis by considering that a signal s =

∑N
n=1 sn =∑N

n=1

(
kn1

λn
zn1 + kn2zn2

)
. Particularly, for the error e1 one obtains the interconnection

described as

ė11 = −k11

k12

e11 + b11e

ė12 = − 1

λ1

(z13 + ξ1k11) e11 − ξ1k12e12 −
ẑ11

λ1

e13 + b12e

ė13 = γ1
k11

λ1

ẑ11e11 + γ1k12ẑ11e12 + b13e.

(B.10)

where

b11 =

[
0, 0, 0,−λ1

λ2

k22

k12

, 0, . . . ,
λ1

λn

kn1

k12

,−λ1
kn1

k12

, 0

]
b12 =

[
0, 0, 0,−ξ1

k21

λ2

,−ξk22, 0, . . . ,−ξ1
kn1

λn
,−ξ1kn2, 0

]
b13 =

[
0, 0, 0, γ1ẑ11

k21

λ2

, γ1ẑ11k22, 0, . . . ,

γ1ẑ11
kn1

λn
, γ1ẑ11kn2, 0

]
Notice that system (B.10) can be rewritten into a compact form as

ė1 = A1(z1, ẑ1)e1 + b1e (B.11)

where

A1(z1, ẑ1) =

 −k11
k12

0 0

− 1
λ1

(z13 + ξ1k11) −ξ1k12 − ẑ11
λ1

γ1
k11
λ1
ẑ11 γ1k12ẑ11 0


b1 = [b11 b12 b13]T

with e1 = [e11 e12 e13]
T and e = [e11 e12 e13 e21 e22 e23 . . . en1 en2 en3]

T . In a
similar way, the error e2 can be analyzed, resulting in
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ė21 = −k21

k22

e11 + b21e

ė22 = − 1

λ2

(z23 + ξ2k21)e21 − ξ2k22e22 −
ẑ21

λ2

e23 + b22e

ė23 = γ2
k21

λ2

ẑ21e21 + γ2k22ẑ21e22 + b23e.

(B.12)

where

b21 =
[
− λ2

λ1

k12

k22

,−λ2
k12

k22

, 0,−λ1

λ2

k21

k12

, λ1
k22

k12

, 0,

. . . ,−λ2

λn

kn1

k22

, 0
]

b22 =
[
− ξ2

k11

λ1

,−ξ2k12, 0,−ξ1
k21

λ2

, ξ1k22, 0, . . .

− ξ1
kn1

λn
,−ξ1kn2, 0

]
b23 =

[
γ2ẑ21

k11

λ1

, γ2ẑ21k12, 0, γ1ẑ11
k21

λ2

, γ1ẑ11k22, 0, . . .

γ2ẑ21
kn3

λ3

, γ2ẑ21kn2, 0
]

Therefore, generalizing for n harmonics, one can describe the whole estimation error
system as

ė = A e+ B e (B.13)

where A = diag{A1(z1, ẑ1),A2(z2, ẑ2), . . . ,An(zn, ẑn)}, B = [b1, b2, . . . , bn]T and e =

[e1, e2, . . . , en]T . Then it is possible to state the following general Lyapunov function

V (e) = eTPe, P = P T > 0 (B.14)

with time derivative
V̇ (e) = ėTPe+ eTP ė (B.15)

which can be described in terms of its nominal part (already demonstrated to be
asymptotically stable through (B.7)–(B.8) for an n estimator, with stability degree
given as ηn), and now with the inclusion of the interconnection part as

V̇ (e) ≤ eT (ATP + PA)e+ 2 ‖P‖ ‖B‖ ‖en‖2 (B.16a)

≤ −ηP ‖en‖2 + 2 ‖P‖ ‖B‖ ‖en‖2 (B.16b)

≤ − (ηP − 2 ‖P‖ ‖B‖) ‖en‖2 (B.16c)

where ηP is the general stability degree for the nominal part. Hence, if ηP > 2 ‖P‖ ‖B‖ =⇒
V̇ (e) < 0, then the error motion in (B.13) is asymptotically stable.
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Appendix C

Estimator Gains

Table C.1: Estimator gains for phase A

Phase A hf hi hh h3 h5 h7

λ 5000 400 1× 105 1× 106 8× 105 8× 105

γ 2× 105 7× 105 5× 105 1× 106 8× 105 8× 105

ξ 1× 105 1× 105 10000 10000 17000 17000

k1 1000 10 10000 12000 5000 5000

k2 5 0.9 1 1 1 1

Table C.2: Estimator gains for phase B

Phase B hf hi hh h3 h5 h7

λ 5000 − 1× 106 1× 106 − −
γ 2× 105 − 5× 105 1× 105 − −
ξ 2× 105 − 10000 10000 − −
k1

200 − 10000 12000 − −

k2 5 − 1 1 − −

Table C.3: Estimator gains for phase C

Phase C hf hi hh h3 h5 h7

λ 5000 400 1× 106 1× 106 − 8× 105

γ 2× 105 7× 105 1× 104 10000 − 8× 105

ξ 2× 105 1× 105 5× 105 1× 106 − 17000

k1
20 10 10000 12000 − 5000

k2 5 0.9 1 1 − 1

136



APPENDIX C. ESTIMATOR GAINS

Estimator Parameter Selection Guidance

λ Weights the rising time, improving the tendency to the estimated variable.

γ Weights the convergence to the estimated frequency.

ξ A larger value improves the tendency to the estimated variable.

k1 Improves the tendency to the estimated variable. However, its value must be
smaller than those selected for λ and γ.

k2 Weights the amplitude of the oscillations in the estimate of the variable in
steady state.

Also, optimization techniques based on artificial intelligence, such as PSO [Mercangoz,
2021], could be applied to compute the optimal parameters of the estimator. However,
it would require a more considerable computational effort for real-time implementations.
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