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Resumen

Los materiales de Dirac, como el grafeno, los aislantes topológicos y los semimetales
de Dirac y Weyl, han ganado mucha atención recientemente tanto en la F́ısica de
la Materia Condensada como en la F́ısica de Altas Enerǵıas debido a sus novedosas
propiedades nunca vistas en materiales convencionales, originadas por part́ıculas que
siguen una ecuación de movimiento similar a la de Dirac. Además, surgen efec-
tos muy interesantes como resultado de perturbaciones internas y externas en los
sistemas Dirac, como la presencia de impurezas, tensiones o interacción de cam-
pos electromagnéticos externos con el sistema. Estos efectos son de gran interés
en el desarrollo cient́ıfico y las aplicaciones tecnológicas, ya que se pueden ajustar
diferentes propiedades de los materiales, por ejemplo, propiedades de transporte,
mecánicas o topológicas. En esta tesis estudiamos tres casos diferentes de materiales
de Dirac perturbados: el modelo Su-Schrieffer-Heeger (SSH) con superredes de im-
purezas incrustadas, la representación no relativista del solitón Jackiw-Rebbi (JR)
y los semimetales de Weyl bajo el efecto de campos electromagnéticos paralelos no
uniformes generados por SUSY.

Palabras clave: Materiales de Dirac; superredes de impurezas; circuitos topo-
eléctricos; transformada FW; campos SUSY; quiralidad.
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Abstract

Dirac materials, such as graphene, topological insulators and Dirac andWeyl semimet-
als, have recently gained a lot of attention both in Condensed Matter Physics and
High Energy Physics due to their novel properties never seen in conventional mate-
rials, originated by particles following a Dirac-like equation of motion. Also, very
interesting effect raise as result of internal and external perturbations in Dirac sys-
tems, such as presence of impurities, strain, or interaction of external electromagnetic
fields with the system. These effects are of great interest in scientific development and
technological applications as different properties of the materials, e.g. transport, me-
chanical or topological properties, can be tuned. In this thesis we study three differ-
ent cases of perturbed Dirac materials: The Su-Schrieffer-Heeger (SSH) model with
embedded impurity superlattices, the non-relativistic representation of the Jackiw-
Rebbi (JR) soliton, and Weyl semimetals under the effect of SUSY-generated parallel
non-uniform electromagnetic fields.

Keywords: Dirac materials; impurity superlattices; topolectrical circuits; FW
transform; SUSY fields; chirality.
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Chapter 1

Introduction

One of the cornerstones in Condensed Matter Physics is the low-energy excitations
in materials, colloquially known as band theory, which has great importance in the
intrinsic properties of the materials, as well as their response to external perturba-
tions. In this context, materials can be classified in metals, semimetals, insulators, or
semiconductors (see Fig. 1.1), depending on the separation between the valence and
conduction bands. Conductors, typically metals, have a finite phase space with over-
lapping valence and conduction bands (Fig. 1.1a)), and their specific heat increases
linearly (to leading order) with the temperature. In semimetals there is no energy
gap between valence an conduction bands (Fig. 1.1b)), so that a minimal electric field
is needed to generate a current. On the other hand, insulators present a large finite
energy gap between valence and conduction bands (Fig. 1.1d)), so that thermally
excited electron-hole pairs are exponentially suppressed at low temperatures. In be-
tween these, semiconductor materials are found, whose valence and conduction bands
are still separated by a finite but not-so-wide energy gap (Fig. 1.1c)), with donor or
acceptor levels between them (depending on the material doping) facilitating elec-
tron conduction. For the vast majority of metallic and semiconductor materials, the
nearly-free quasiparticles, including their low-energy excitations, have been extremely
successfully described by the Schrödinger equation with Hamiltonian HS = p2/2m⋆,
where m⋆ represents the effective mass. From the Schrödinger Hamiltonian, HS , it
can be noted the quadratic relation between energy and momentum of the parti-
cles (Fig. 1.2). These particles are often referred to as “Schrödinger fermions”, and
the materials constituted by them are colloquially named “conventional materials”.
Since the successful synthesis of graphene in 2004 [1], the field of Condensed Matter
Physics has been going through a rapid expansion of novel materials which do not
behave as conventional materials (quadratic energy-momentum relation), presenting
low-energy excitations with linear energy-momentum relation (Fig. 1.2). Examples
range from superfluid phases of 3He [2, 3], d-wave superconductors [4], to topologi-
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Figure 1.1: Band theory of solids. Valence and conduction bands for metals, semi-
conductors and insulators. Self-made figure.

cal insulators [5, 6] and Dirac and Weyl semimetals (SM) [7, 8]. The characteristic
signature in these materials, as said before, is the linear relation between energy and
momentum. Therefore quasiparticles are described by a Dirac-like equation (See
Supplement 2.A for a review of the Dirac equation) with the Dirac Hamiltonian

HD = cσ · p+mc2σz, (1.1)

where σ = (σx, σy) and σz are the Pauli matrices, and c the effective “speed of light”
in the material (which actually is the velocity of the conducting particles in the ma-
terial) given by the Fermi velocity vF (vF ≈ c/300, where c is the actual speed of
light in vacuum c = 3 × 108 m/s). The above-mentioned materials are apparently
diverse, but impressively they possess similar universal properties as a consequence
of the linear spectrum. Examples of that are the fermionic specific heat relation,
the response to impurities, the interaction with external magnetic fields, suppressed
backscattering, transport properties, and optical conductivity [9]. Additionally, be-
cause of the spinorial nature of the Dirac equation governing these systems, electrons
and holes are interconnected, having the same effective mass m directly related to
the spectral gap ∆ = 2mc2 [10]. This differs from the case of conventional materi-
als where electrons and holes are described by separate Schrödinger equations with
different effective masses, and there is no unique relation between gap and mass.
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Therefore, systems with both massless and massive Dirac quasiparticle excitations
are named as Dirac materials.

Energy

Mass 
gap

Momentum

Schrödinger 
Massless 

Dirac
Massive
Dirac

Figure 1.2: Energy-momentum dispersion relation for Schrödinger, massless Dirac
and massive Dirac particles. Self-made figure.

Dirac materials have been the object of an enormous amount of studies in the
past few years. Their extravagant, novel properties, never seen in conventional ma-
terials, have opened the door to possible revolutionary technological applications.
Some examples of that are the wide applications of graphene in spintronics [11],
valleytronics [12], twistronics [13], mechanical performance improvement [14], so-
lar cells [15], etc.; applications of topological insulators in electronic steering [16],
charge pumping [17], etc.; possible realization of high-temperature superconduc-
tivity [18]; among many other. On the other hand, from the scientific point of
view, relativistic quantum mechanic effects (a quick review of relativistic quantum
mechanics is shown in Supplement 2.A) can be tested in these materials. This is
the case of the already tested Klein paradox (suppressed backscattering) [19] and
the Zitterbewegung [20]. Additionally, the effects of external perturbations over the
system generate fascinating, never-seen effects. Some examples are the quantization
of the energy by the action of an external magnetic field perpendicular to a graphene
sheet (Landau levels) [21], the atomic collapse phenomenon due to the presence
of electrical impurities in graphene [22], the effects of strain in graphene [22, 23],
the effects of electromagnetic fields in Weyl semimetals such as the Chiral Magnetic
Effect (CME) [24] and the planar Hall Effect (PHE) [25], or even the presence of a
chiral anomaly (some words on the chiral anomaly are presented in Supplement 2.C)
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in Weyl semimetals as a result of external pseudo- and electromagnetic fields [26, 27].
In conclusion, Dirac materials are a fertile field with a high potential for technological
and scientific development.

The goal of this thesis is to study some Dirac materials systems which are exposed
to some perturbation. The work is presented as follows: In Chapter 2, we give a
general description of different classes of Dirac materials, starting with the wide-
studied graphene sheet; some topological insulators, in particular the case of the
Su-Schrieffer-Heeger (SSH) model, the Jackiw-Rebbi (JR) model, the Kane-Mele
model and the Haldane model; and 3D Dirac and Weyl semimetals. We treat its
microscopic origin, experimental realization, symmetries, etc. We have included
some important topics about the universal properties of Dirac materials and novel
transport effects in Weyl semimetals. Next, in Chapter 3, we tackle the problem of
the SSH chain with impurity superlattices, in which we study the effect of different
settings of hopping parameters, superlattice length, and position of the impurity in
the supercell over the topological properties and chiral symmetries of the system. In
Chapter 4, the study of the non-relativistic representation of the Jackiw-Rebbi soliton
is presented. In this case, the non-relativistic wave functions are computed through
a Foldy-Wouthuysen transformation. In Chapter 5, we present the study of a novel
Chiral Planar Hall effect generated by the effect of external Supersymmetric parallel
electromagnetic fields in a type-I Weyl semimetal. We obtained the corresponding
chiral densities and current probabilities and gave a visualization of the effect. At the
end of Chapters 2, 3, and 5, we have added some related topics through Supplements,
which help to better understand or develop the problem. Next, in Chapter 6, we
discuss the obtained results and state some general conclusions. Finally, in Chapter 7,
we discuss some future/in-process work that we are carrying out.



Chapter 2

Dirac Materials

2.1 Introduction

Dirac materials consist of all the Condensed Matter Physics systems whose charge
carriers follow a linear Energy-Momentum dispersion relation, therefore being de-
scribed by an effective Dirac equation. Dirac materials study has increased exponen-
tially in the last few years owing to its high potential for technological and scientific
applications. A variety of Dirac materials have been discovered recently, ranging
from exotic quantum fluids to crystalline solids (c.f. Table 2.1).

As seen in Table 2.1, graphene, Silicene, and Germanene, as well as “artificial”
graphene, are produced in the same crystalline order. On the other hand, topological
insulators (TIs) present a fully gapped energy in the bulk but Dirac excitations at
the surface. In the case of 3D Dirac materials, which have gained a lot of attention
in recent years, if we consider the chiral symmetry of the system, the equation be-
comes a Weyl equation, and the materials with this spectrum at low-energies are then
called Weyl semimetals (WSMs). If there exists a band degeneracy at the Dirac nodal
point (without opening a gap), the materials are called 3D Dirac semimetals (DSMs).

Even though Dirac materials are widely different in nature, the observed simi-
larity of the low-energy spectrum points to a powerful organizing principle. In fact,
they are the symmetries of the systems which control the formation or annihilation
of Dirac nodes. These symmetries differ in each material, such as time-reversal (TR)
symmetry in TIs and sublattice symmetry in graphene. As a unifying principle, the
presence of nodes leads to a sharp reduction of phase space dimensionality controlled
by symmetries at low-energy for zero-energy excitations.

From the point of view of applications, first, it is possible to lift the protected

5
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Material Pseudospin Energy scale Refs.

Graphene, silicene, Sublattice 1-3 eV [28, 29, 30, 31, 32]
germanene

Artificial graphenes Sublattice 10−8-0.1 eV [33, 34, 35, 36, 37]
Hexagonal layered Emergent 0.01-0.1 eV [38, 39, 40]
heterostructures

Hofstadter butterfly Emergent 0.01 eV [41]
systems

Graphene–hBN
heterostructures in
high magnetic fields

Band inversion interfaces: Spin-orb. 0.3 eV [42, 43, 44]
SnTe/PbTe, CdTe/HgTe, ang. mom.

PbTe
2D topological insulators: Spin-orb. <0.3 eV [5, 6, 45, 46]

HgTe/CdTe, ang. mom.
InAs/GaSb, Bi bilayer,. . .
3D topological insulators: Spin-orb. ⪅0.3 eV [5, 6, 46, 47]

Bi1-xSbx, Bi2Se3, ang. mom.
strained HgTe, Heusler

alloys, . . .
Topological crystalline Orbital ⪅0.3 eV [48, 49]

insulators: SnTe,
Pb1-xSnxSe

d-wave cuprate Nambu ⪅0.5 eV [50, 51]
superconductors pseudospin

3He Nambu 0.3 µeV [2, 3]
pseudospin

3D Weyl and Dirac SM Energy Unclear [52, 53, 54]
Cd3As2, Na3Bi bands

Table 2.1: Dirac materials indicated by material family, pseudo-spin realization in
the Dirac Hamiltonian, and the energy scale for which the Dirac spectrum is present
without any other states. Adapted from [55].

symmetry of the Dirac node opening a gap that dramatically changes the material
response [56]. Second and also very important is the fact that Dirac nodes sup-
presses dissipation.

This Chapter is organized as follows: In Sects. 2.2-2.4, we describe three rep-
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resentative cases of Dirac materials, graphene, TIs (in particular the Su-Schrieffer-
Heeger (SSH) model and the Jackiw-Rebbi (JR) model), and WSMs, respectively.
We discuss the microscopic origin of the Dirac excitations, and the mass generation
mechanisms and experimental realizations of each case. We have included three Sup-
plements: In Suppl. 2.A, we review the historical development of relativistic quantum
mechanics, finishing with the Dirac equation. In Suppl. 2.B, we review some univer-
sal properties that are present in Dirac materials. In Suppl. 2.C, we present some
novel transport effects in WSMs.

2.2 Graphene

Undoubtedly, graphene is the most famous Dirac material. It consists of a two-
dimensional layer of carbon atoms tightly packed in a honeycomb lattice (Fig. 2.1
(a)). If we only consider nearest-neighbor couplings in the sheet, then the lattice can
be considered as bipartite, consisting of two triangular sublattices of atoms A and
B, with the unit cell containing one of each atom species (Fig. 2.1 (a)).

For the case of pristine graphene, the primitive vectors generating the Bravais
lattice are

a1 =
a

2
(3,

√
3), a2 =

a

2
(3,−

√
3), (2.1)

where a is the interatomic distance (a ≈ 1.42Å) [57, 58]. Also, the vectors joining
atoms with its three nearest-neighbors are

δ1 =
a

2
(3,

√
3), δ2 =

a

2
(3,−

√
3), δ3 = −a(1, 0). (2.2)

Thus, any point in the honeycomb lattice can be represented by a traslation T =
na1 +ma2 + δ3, with n,m integers.

From the definition of the reciprocal lattice, ai · bi = 2πδij , we obtain the basis
vectors of the reciprocal space

b1 =
2π

3a
(1,

√
3), b2 =

2π

3a
(1,−

√
3). (2.3)

In this case, the First Brillouin Zone (FBZ) has also hexagonal shape (Fig. 2.1 (b)),
with the high-symmetry points:

K =
2π

3a

(
1,

1√
3

)
, K′ =

2π

3a

(
1,− 1√

3

)
, M =

2π

3a
(1, 0) , Γ = (0, 0). (2.4)

As we will see later, the points K, K′ are the well-known Dirac points.
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Figure 2.1: (a) Hexagonal graphene lattice formed by two triangular sublattices A
and B. The primitive vectors a1 and a2, along with the vectors that join both
sublattices, δi are shown. (b) FBZ of the graphene lattice. Some important points
(Γ, K−, K+, M) are also drawn. Figure taken from [59].

2.2.1 Electronic properties and Energy-momentum relation

Let us have a look at the electronic properties of carbon. First, its electronic con-
figuration is 1s22s22p2, where 1s electrons are strongly bound to the nucleus; the
remaining four electrons can hybridize in different forms, resulting in materials with
different properties [28]. For example, when the four free electrons (orbitals) mix,
sp3 hybridization occur, forming the diamond structure’s strong covalent bounds. In
the case of graphene with a sp2 hybridization of orbitals, it results in a string plane of
σ-bonds and perpendicular weaker π-bonds formed by pz orbitals. The π-bonds are
responsible for the formation of the π-bands in the dispersion relation of graphene,
as shown next.

To obtain the energy-momentum dispersion relation, we part from the Tight-
Binding Hamiltonian [55]

Ĥ = −t
∑
⟨ij⟩

a†ibj + a†jbi, (2.5)

where a, b (a†, b†), annihilate (create) electrons in the unit cell i in sublattices A and
B, respectively [57]. Here, t is the hopping to nearest-neighbours (t ≈ 2.7 eV). As
there are two atoms per unit cell, the Hamiltonian is represented by a 2× 2 matrix
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in momentum space representation(
0 ζ(k)

ζ⋆(k) 0

)
, (2.6)

with ζ(k) = −t
(
eiδ1·k + eiδ2·k + eiδ3·k

)
(note that we have made use of the Bloch’s

theorem). The three terms represent the hopping processes connecting each atom in
sublattice A with its nearest-neighbors in sublattice B through the vectors δi, and
vice-versa. The energy bands result to be (for details please see Ref. [59])

E(k) = ±|ζ(k)| = ±t

√
2 cos(

√
3aky) + 4 cos(

√
3

2
aky) cos(

3

2
akx) + 3, (2.7)

which is depicted in Fig. 2.2.

Figure 2.2: (Left) Three-dimensional energy-momentum dispersion bands, where
valence and conduction bands touch in the Dirac points. (Right) Typical two-
dimensional slice of the energy-momentum dispersion bands. Adapted from [59].

The dispersive terms vanishes in two inequivalent corners in the FBZ, i.e. k and
k′ = −k, known as Dirac points, where the two bands are degenerate at the Fermi
level E = 0.

It can be demonstrated (see [59]) that an expansion of the Hamiltonian in the
vicinity of the Dirac points yields

H(±k + q) = ℏvF
(

0 qx ± iqy
qx ∓ iqy 0

)
, (2.8)

with q) = (qx, qy) a vector given in reciprocal space [60]. Equation (2.8) corresponds
to a 2D massless Dirac Hamiltonian (Eq. (1.1)). Experimental evidence of the Dirac
spectrum in graphene has been obtained through angled-resolved photo-emission
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spectroscopy (ARPES), and scanning tunneling spectroscopy (STS) (references can
be found in [55]).

Graphene possesses four flavor Dirac fermions: two (electron) spin degenerate
cones in each of the two valleys ±k. The pseudospin degree of freedom corresponds
to the sublattice. Also, a 2π rotation of the graphene sheet causes the pseudospin to
acquire a phase of π, similar to the spin-1/2 particles [61].

2.2.2 Stability of the Dirac spectrum

As seen, the emergence of Dirac cones in graphene is due to two ingredients: first, the
destructive interference of the three nearest neighbor hoppings at the Dirac points,
and second, the absence of a mass term (mass gap) entering as σz. The latter is
a consequence of the fact that the two sublattices transform into each other under
real-space inversion, and are therefore equivalent. The inversion transformation in
momentum space is then given by

I : H(k) = σxH(−k)σx. (2.9)

In the absence of magnetic field, the system also possesses time-reversal (TR) sym-
metry

T : H(k) = H⋆(−k). (2.10)

The combination of both symmetries results in

TI : H(k) = σxH
⋆(k)σx, (2.11)

forcing the terms proportional to σz to vanish in Eq. (1.1) [62].
If, on the other hand, sublattice asymmetry (chiral symmetry breaking) is present

in graphene, the Dirac spectrum is gapped, i.e. a mass generation takes place.
Many theoretical and experimental mechanisms have been shown to generate mass
in graphene. Some examples are: theoretically, a Semenoff gap [60] caused by forced
inequivalence of the sublattices through a staggered scalar potential, and a Haldane
gap [63] where TR is broken by a staggered magnetic field; experimentally, sublattice-
dependent substrates can cause the desired sublattice symmetry breaking [63, 64], as
well as spin-orbit couplings [65, 66, 67], long-range Coulomb interactions [68], and
finite-size confinement effects [69].

Apart from mass terms induced by symmetry breaking, it is also possible to in-
duce a gap by merging two Dirac cones, a process in which the Berry phases of each
cone annihilate each other, resulting in a progressively SM to insulator transition.
This can be accomplished, as shown in Fig. 2.3 by increasing the value of one of the
hopping parameters. For the case in Fig. 2.3, the two cones converge at t′ = 2t [70],
with the spectrum linear in one direction and quadratic in the other [71]. This can
also be accomplished through strains in the graphene sheet [34].
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Figure 2.3: Evolution of the Dirac cones while third-neighbour interactions are in-
creased. For t′ = 2t the spectrum becomes quadratic and for t′ > 2t an energy gap
starts to open. Figure adapted from [55].

2.3 Topological Insulators

We base the following discussion on Refs. [55, 5, 72]. Historically, one of the main
goals in Condensed Matter Physics has been the discovery and classification of dif-
ferent phases of matter. The usual classifications are generally based on the electric,
magnetic, optical, or even transport properties of materials. However, since the dis-
covery of the quantum Hall effect (QHE) in 1980, a new classification paradigm came
to the scene based on the notion of topological order [73, 74]. During the QHE no
symmetry is broken, but a new topological phase is defined in the sense that certain
properties (Hall conductance and the number of gapless boundary nodes) are not
affected by smooth changes in the material. This opened the door to a new kind of
materials dubbed as topological insulators (TIs).

TIs have recently gained a lot of attention not only because of their topological
nature, but also because they present the Dirac spectrum. Its main characteristic is
that in the bulk valence and conduction bands are separated by a finite gap in all the
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FBZ, behaving as an insulator; on the other hand, the surface of the material hosts
Dirac surface states closing the gap between the bands (see Fig. 2.4). The surface
states have a spin locked to the momentum, resulting in a spin-helical metal.

TIs are strongly spin-orbit coupled materials that preserve TR symmetry. Be-
cause of the Kramers’ degeneracy, for a given energy, there exists a pair of states with
opposite momenta and spins, where the backscattering between them is forbidden.

As the name suggests, TIs are related to the topological properties of the ma-
terial. Insulators can be classified into topological equivalence classes characterized
by a topological invariant ν ∈ Z2 (Kane and Mele [75]), where ν is a bulk property
taking the values ν = 0, 1 [75, 76, 77]. The materials with ν = 1, which present ro-
bustness against disorder or impurities, are denoted “topological insulators”, whereas
materials with ν = 0 are called “normal insulators”.

Two insulators are defined to be topologically equivalent if their Hamiltonians
can be smoothly deformed into each other without closing the energy gap. In general,
n-dimensional TIs host n− 1-dimensional gapless edge states.

The simplest model of a TI consists of two copies of the Hamiltonian (1.1) de-
scribing a pair of counter-propagating time-reversed states

HTI(k =

(
H(k) 0
0 H⋆(−k)

)
. (2.12)

By means of a unitary transformation, σyH
⋆(−k)σy = vFk ·σ−mσz, equivalente to

H(k) for the m = 0 case.

2.3.1 Stability of the Dirac spectrum

In TI’s, a gap can be opened by breaking TR symmetry. Theoretically, magnetic
fields and magnetic impurities have been proposed to open a gap in these materials.
However, it has not been visualized experimentally. On the other hand, confinement
effects, as well as strain engineering effects, have been experimentally confirmed to
produce a gap. Additionally, the effects of circularly polarized light, which evidently
breaks TR, present the gap-opening effects (references about these studies can be
found in [55].

Fu and Kane proposed Bi1−xSbx as the first candidate of a 3D TI [47], which was
later experimentally verified [78]. Also, Zhang et al. [79] and Xia et al. [80] predicted
that Bi2Te3 and Bi2Se3 were topological insulators with a single Dirac cone of surface
states, behavior that was posteriorly proven by means of ARPES [80, 81].

Reducing the system to one dimension is very helpful to gain insight into topolog-
ical properties. In the next section, we review the Su-Schieffer-Heeger model (SSH)
[82], which consists of a one-dimensional chain presenting topological features. Then,
we present the continuum representation of the SSH model, the Jackiw-Rebbi (JR)
model.
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Figure 2.4: Boundary states and associated energies of d-dimendional topological
insulators. Figure adapted from [72].



14 CHAPTER 2. DIRAC MATERIALS

2.3.2 SSH Model

The Su-Schrieffer-Heeger (SSH) model [82] is one of the simplest models which be-
haves as a topological insulator, and it describes the behavior of spinless fermions
hopping on a one-dimensional lattice with staggered hopping amplitudes v,w (such
as the polyacetylene molecule (Fig. 2.5)). The chain consists of N unit cells, each
one containing two sites labeled as A and B (sublattices), as shown in Fig. 2.5. This

Figure 2.5: Top: polyacetylene molecule. Bottom: SSH model with staggered hop-
pings v, w. The unit cell contains one atom of each specie, A,B (dotted line).
Adapted from Ref. [82].

model preserves chiral symmetry, i.e. a combination of particle-hole (charge conju-
gation, C) and TR symmetry. If we consider the Peierls’ theorem, which states that
a one-dimensional equally-spaced chain with one free electron per ion is unstable
due to lattice distortion, the SSH model becomes energetically favorable to form a
dimerized lattice, with the new band gap outweighing the elastic energy, making the
system physically stable. This model is described by the Hamiltonian

HSSH = v

N∑
m=1

(|m,B⟩⟨m,A|+ h.c.) + w

N−1∑
m=1

(|m+ 1, A⟩⟨m,B|+ h.c.), (2.13)

where N is the number of unit cells in the chain. Performing the Fourier transform

|ak⟩ =
1√
N

∑
n

e−ikna|n,A⟩, |bk⟩ =
1√
N

∑
n

e−ikna|n,B⟩, (2.14)
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we obtain the k-space Hamiltonian

H =v
∑
k

(|ak⟩⟨bk|+ |bk⟩⟨bk|) + w
∑
k

(
e−ik|ak⟩⟨bk|+ eik|bk⟩⟨bk|

)
=v
∑
k

(|ak⟩⟨bk|+ |bk⟩⟨bk|) + w
∑
k

[cos(k)(|ak⟩⟨bk|+ |bk⟩⟨ak|)

−i sin(k)|ak⟩⟨bk|+ i sin(k)|bk⟩⟨ak|]
=
∑
k

⟨Ψ|[(v + w cos(k))σx + w sin(k)σy]|Ψ⟩, (2.15)

where in the last equality we have defined the spinor

|Ψ⟩ =
(
|ak⟩
|bk⟩

)
. (2.16)

Equation (2.15) consists in a massless Dirac Hamiltonian H = d(k) · σ with the
vector d = (dx, dy) = (v + w cos(k), w sin(k)), resulting in eigenenergies given by

E = ±
√
d2x + d2y = ±

√
v2 + w2 + 2vw cos k, (2.17)

as shown in Fig. 2.6 (top). It is easy to check that

σzHσz = −H, (2.18)

which shows the chiral symmetry of the model. The (negative band) eigenstates are

ϕ =
1√
2


sgn(dx)

√
1− dx√

dx2+d2y

−
√
1 + dx√

dx2+d2y

 . (2.19)

As seen in Fig. 2.6(top), as we change the values of v, w from v > w to v < w, the
dispersion relation looks the same, but the topological nature has suffered a phase
change. This is observed by measuring the Berry phase

γ =

∫ π

−π
dk⟨ϕ|i∂k|ϕ⟩ =

{
π, v < w,
0, v > w.

(2.20)

As shown in Fig. 2.6(bottom), the path of the d(k) vector gives a more intuitive
form of the topological phases: when the circle of radius w and centred in v encloses
the origin (i.e. v < w), the Berry (Zak) phase is equal to π, and the system is
topologically non-trivial. On the other hand, if the circle does not enclose the origin,
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Figure 2.6: Top: energy bands. Bottom: Path of the vector d(k) representing the
bulk momentum-space Hamiltonian. Adapted from [82].

then γ = 0, and the system is topologically trivial. Therefore, a topological phase
change is suffered at the values v = ±w, as shown in Fig. 2.7(e).

The existence of edge states at the ends of the finite chains is characteristic of the
topological phase, that is, when the Berry phase is equal to π (the winding number
is equal to 1). In Fig. 2.7(a), we can observe the appearance of these edge states at
zero energy and the correspondent wave function localization of edge states (b) and
(c) and bulk states (d).

Figure 2.7: (a) Energy spectrum as a function of the v parameter, and (b)-(d) wave
functions of a finite SSH model. (e) Zak number as a function of the v parameter.
In al cases w = 1.0 was fixed. Adapted from [82].

However, the most famous excitations in the model are the soliton and anti-
soliton, which present at the continuum limit of the SSH model in which two domains
with opposite signs of the mass are separated by an interface. In the next subsection
we present this model, known as the Jackiw-Rebbi (JR) model.
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2.3.3 Jackiw-Rebbi Model

The Jackiw-Rebbi (JR) model [82] is a relativistic theoretical model of great histori-
cal relevance as it is considered one of the first models describing a TI. It consists of a
one-dimensional Dirac equation coupled to a soliton field ϕ(x) which can be written
in terms of an effective Dirac equation with a position dependent mass m(x) ∝ ϕ(x)
such that as x → −∞, m(−x) → −m0 whereas as x → ∞, m(x) → m1, where
m0,1 ≥ 0 are constants which might in general be different. Assuming that the
soliton field has no dynamics, one usually starts from the Dirac Hamiltonian

H0 ≡ αpx + βm (x) , (2.21)

with the Dirac matrices obeying α2 = β2 = I2×2, where I2×2 stands for the identity
matrix. In solving

H0ψ = Eψ, (2.22)

we first consider the possibility of zero modes, E = 0. Thus,

(αpx + βm (x))ψ0 = 0. (2.23)

By letting

ψ0 = g (x)χ (2.24)

with αβχ = −iχ, we straightforwardly find that

ψ0 (x) = e
−

∫ x
x0
dy m(y)

χ, (2.25)

which exhibits a kink behavior (see Figure 2.8 for the case of the step-function mass
around the origin) around the point where ϕ(x) = m(x) = 0, namely, when energy
bands show no gap.

Far from this point, energy bands develop such a gap. Moreover, a truly remark-
able property of this kink is that it describes a fractionally charged excitation [83], a
phenomenon that was discussed even before the Fractional Quantum Hall Effect was
discovered [84]. JR model has been realized experimentally in polyacetylene [85] and
emerges naturally as the continuum limit of the SSH model for the electron-phonon
interaction in these materials. It is also worth mentioning that it has renewed in-
terest in connection with the physics of topological insulators [86, 87] since the gap
closing resembles the emergence of topologically protected surface mode on these
materials. Optical analogues of the JR model have been proposed [88, 89, 90, 91],
whereas an electrostatic analogue was discussed in [92]. The cylindrical generaliza-
tion of the model, namely, the so-called Dirac wires, was first introduced in [93].
The JR model has also been found as a non relativistic limit of some topological
superconductors [94].
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Figure 2.8: Wave function solution of the JR model for the case of the step-function
mass around the origin. This behaviour is colloquially known as kink.

2.4 Dirac and Weyl Semimetals

As we have seen, there exist materials with a linear energy momentum dispersion
relation (Dirac spectrum) in (2+1)-D as is the case of graphene and some topological
insulators, and even in (1+1)-D such as the presented SSH model. If we now focus
on (3+1)-D, a typical massless Dirac Hamiltonian is

HD =

(
0 vFσ · p

vFσ · p 0

)
. (2.26)

We see that H is equivalent to having two double degenerate Dirac cones at the same
point. Materials following this kind of Hamiltonian are called Dirac semimetals
(DSM) [77, 95, 96]. It is important to point out that in these Dirac points both
inversion (P) and TR symmetries are preserved, and they are responsible for the
Dirac spectrum.

However, in 1929, only one year after the Dirac equation was formulated, Her-
mann Weyl proposed a simplification of the Dirac equation, in which, the degener-
ation can be lifted by breaking either P or TR symmetries. This gives rise to two
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Weyl nodes with opposite chiralities described by the massless Weyl Hamiltonian

HW = vFσ · p = vF(σxpx + σypy + σzpz). (2.27)

The band touching points can move around in momentum space as effect of per-
turbations, but the only way to gap out and disappear them is by annihilation
with another node of opposite chirality. Materials of this type are known as Weyl
semimetals (WSMs) [7, 97, 98, 99, 100, 101].

WSMs present unusual metallic surface states called Fermi arcs, which connect
both Weyl nodes. As we will see later, these Fermi arcs are topologically protected
by an invariant related to the bulk electronic wave functions of the material (similar
to the Berry phase in TI’s), known as Chern number. Figure 2.9 presents a schematic
abstract of TI’s and DSM/WSM materials.

Figure 2.9: a) Topological insulators and b) Weyl or Dirac semimetals as result of
spin-orbit coupling, generating for the former surface metallic states and for the
latter novel conduction states, Fermi arcs. Adapted from [102].

In WSMs, the wave function of a fermion state acquires a geometric or Berry
phase when tracing a closed loop in momentum space. This Berry phase is iden-
tical to that acquired by an electron tracing out a closed loop in the presence of
a magnetic monopole. In this analogy with the magnetic monopole representing a
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source or a sink of magnetic flux, we can think that WSMs host momentum-space
monopoles (pseudo-magnetic monopoles) corresponding to sources or sinks of Berry
curvature. These Berry curvature monopoles are precisely the nodes of the WSM.
The existence of those pseudo-magnetic monopoles in WSMs suggests the existence
of a bulk topological invariant protecting the surface states. However, different from
the case of TIs where the Fermi surface consists of closed curves in momentum space,
WSMs host exotic, anomalous surface-state band structures containing Fermi arcs,
which form open curves connecting Weyl nodes.

As said before, the local stability of the Weyl points is related to a topological
invariant named Chern number (C or χ), well-known from the integer quantum Hall
effect (IQHE). The Chern number is defined as

χ =
1

2π

∫ ∫
Ω · dS, (2.28)

where Ω = ∇k × A is the Berry curvature, which characterizes the wave function
entanglement between the conduction and valence bands ([103] and therein), and
A = −i⟨k, n|∇k|k, n⟩ is the Berry connection. In this 3D case, we must choose a
closed 2D manifold within the bulk of the FBZ to calculate χ. We refer to χ as the
chiral charge of the Weyl node. It is possible to connect ideas with Gauss’ law in
classical electrodynamics as follows: In the same way as for the electric charge, the
chiral charge is quantized, and the Chern number on any manifold only depends on
the enclosed chiral charge.

As seen in Fig. 2.10, it is possible to split the three-dimensional band structure
in a set of slices with a tuning parameter, kx, and compute the respective Chern
number (Figure 2.10 (d)). If the slices lie between the two Weyl nodes, the net Berry
flux accumulated leads to a non-zero Chern number with chiral edge states. On the
other hand, if the slices are outside the two Weyl nodes, the Chern number is zero
and the surfaces are trivial 2D insulators. If we focus on the one-dimensional edges
of the slices, as shown in the surface FBZ square in Fig. 2.10(d), it is possible to
conclude that edges associated with a non-zero Chern number in the bulk host gapless
chiral modes (Fig. 2.10 (e)), whereas those with zero Chern number are gapped
(Fig. 2.10(c)). The one-dimensional edge states assemble into a sheet of surface
states that cover the region between the two Weyl nodes, forming a topological
Fermi arc surface state. Also, since the net charge of all Weyl nodes has to be zero,
then the Weyl nodes are always present in pairs [104].

Unlike the WSMs for DSMs the Dirac nodes are not topologically protected since
their net Chern number vanishes everywhere. However, some other symmetries can
play the protecting role of Dirac nodes, such as TR, P, and crystal symmetries.

If we consider a WSM with anisotropic Fermi velocity now, the effect is to intro-
duce an overall tilt of the Weyl cones. This new semi-metallic phase, which does not
preserve Lorentz invariance, has been named type-II WSM [106]. Although type-I
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Figure 2.10: a) Energy-momentum dispersion of a Dirac semimetal conserving both
time-reversal (TR) and inversion (P) symmetries, with two double-degenerate bands.
b) When TR, P or both symmetries are broken, the Dirac cone splits into a pair ow
Weyl nodes of opposite chiralities, each associated to a Chern number responsible
of the fermi arcs states connectiong the projection of the Weyl nodes in the surface
Brillouin zone. d) When a slice is placed between twom Weyl nodes the Chern
number changes by ±1, representing a topological phase transition with a Fermi arc
arising from all the chiral edge states (d)), whereas when slices are placed out of
the Weyl nodes the Chern number remains equal and no surface states arise (c)).
Adapted from [105].
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and type-II WSMs cannot be smoothly deformed into each other, they share elec-
tronic behavior. This is because type-II WSMs support surface Fermi arcs which
terminate at the surface projections of their band node points (see Fig. 2.11).

Figure 2.11: (Left) Type-I Weyl semimetal with point-like Fermi surface, and (right)
type-II Weyl semimetals with tilted Weyl cones, whose Fermi surface is the intersec-
tion of isoenergy with both electron and hole pockets. Adapted from [107].

Experimentally, the first discovered material with WSM behavior was TaAs [105].
Some other compounds of the TaAs family, namely NbAs, TaP, and NbP have also
been discovered recently by ARPES techniques [105].

WSMs give rise to new fascinating transport phenomena as a chiral anomaly in
the presence of parallel electromagnetic fields, an anomalous Hall effect, or even novel
particles obeying non-Abelian statistics with potential application in spintronics or
topological qubits [108, 109, 110]. We discuss some of these novel effects in the
Supplements.
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2.A Relativistic quantum mechanics

We follow the discussion given in Ref. [59]. As we previously discussed, the low-
energy Hamiltonian which describes the electronic properties of Dirac materials can
be approximated near the Dirac nodes as

ĤD = ℏvFσ · q, (2.29)

which has the form of a Dirac equation describing relativistic massless fermions. This
Supplement is specially devoted to giving a brief introduction to Relativistic Quan-
tum Mechanics (RQM).

We start with a historical review of the elaboration of RQM in the late 20ies
of the last century. Then, we focus on the Dirac equation, particularly in the two-
dimensional case (two space and one time dimensions), which is important in the
case of graphene, deriving some of its properties. Finally, a brief introduction to
chirality is presented1.

2.A.1 Relativistic quantum mechanics

High energy systems are those in which the particles acquire very high velocities,
close to c. So, it is required a relativistic wave equation to describe its quantum
dynamics. The new wave equation is required to satisfy both, quantum mechanics
and special relativity postulates. In particular, it has to satisfy:

1. The equation has to be invariant under Lorentz transformations.

2. Spatial and temporal coordinates have to be treated equally. From this as-
sumption we immediately see that Schrödinger equation, whose temporal and
spatial derivatives are of different order, cannot describe relativistic systems.

3. The Heisenberg uncertainty principle:

∆x∆p > ℏ ⇒ ∆x >
ℏ
m0c

, (2.30)

tells us that a relativistic particle cannot be localized more accurately than
≈ ℏ/m0c, otherwise pair creation takes place. Thus, the idea of a free particle
only makes sense for particles that are not confined to volumes smaller than

1The discussion about RQM and the Klein-Gordon equation is followed from [111]. On the other
hand, the discussion about the Dirac equation in (3+1) and (2+1) dimensions is based on [111, 112],
with some historical notes followed from [113]. Finally, the chirality discussion is based on [112].
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approximately the Compton wavelength λc = ℏ/m0c. Furthermore, the time
is also uncertain since

∆t ∼ ∆x

c
>

ℏ
m0c2

. (2.31)

Therefore, we recognize the necessity to reconsider the concept of probability
density, ρ(r, t), which describes the probability of finding a particle at a definite
place r at a fixed time t. This problem does not occur in the non-relativistic
case, where c→ ∞, having arbitrarily small values of ∆t.

4. At high energies, pair creation (particle-antiparticle pair) and annihilation pro-
cess occur. In consequence, the particle conservation assumption is no longer
valid.

2.A.2 The Klein-Gordon equation

The first efforts to obtain an equation satisfying these assumptions were made in-
dependently by Schrödinger, Klein and Gordon in 1926/27 [114, 115, 116]. They
departed from the relativistic dispersion relation

p2 =
E2

c2
− p2 = m2

0c
2, (2.32)

with pµ =
(
E
c ,p

)
is the four-momentum. Replacing this four-momentum by its

respective four-momentum operator in Hilbert space:

p̂µ = iℏ
{

∂

∂(ct)
,− ∂

∂x
,− ∂

∂y
,− ∂

∂z

}
= iℏ

{
∂

∂(ct)
,−∇

}
= {p̂0, p̂} , (2.33)

we obtain the Klein-Gordon equation for free particles

p̂µp̂µψ = m2
0c

2ψ, (2.34)

where m0 is the rest mass of the particle and c the speed of light in vacuum. This
equation can be brought to the form:(

1

c2
∂2

∂t2
− ∂2

∂x2
− ∂2

∂y2
− ∂2

∂z2
+
m2

0c
2

ℏ2

)
ψ =

(
□+

m2
0c

2

ℏ2

)
ψ = 0, (2.35)

where the d’Alambertian operator □ = 1
c2

∂2

∂t2
− ∂2

∂x2
− ∂2

∂y2
− ∂2

∂z2
is defined. It can

be inferred immediately from Eq. (2.34) the Lorentz covariance of the Klein-Gordon
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equation, as p̂µp̂µ is Lorentz invariant. In addition, Eq. (2.35) can be recognized as
the classical wave equation including the mass term, whose solutions are

ψ = exp

[
− i

ℏ
(p0x

0 − p · r)
]
= exp

[
i

ℏ
(p · r− Et)

]
. (2.36)

Substituting this solution in Eq. (2.34) we recover the dispersion relation

E2

c2
− p2 = m2

0c
2 ⇒ E = ±

√
m2

0c
4 + p2c2. (2.37)

Therefore, solutions exist for both positive and negative energies. This unexpected
behavior of the spectrum represented a severe problem to the quantum theory at
that time, as the ground state may not be correctly defined for an energy spectrum
with no lower bound. In principle, a particle in a higher energy level would “fall”
to one of lower energy by the emission of a photon with energy given by the differ-
ence in energy between the initial and final states, but without a lower bound, this
process would occur infinitely. This “problem” represented an important advance in
the field, when it was cleverly interpreted.

Another problem of the Klein-Gordon equation is related to its second order time
derivative. To illustrate this point let us construct the four-current connected with
Eq. (2.35). Multiplying Eq. (2.35) from the left by ψ∗

ψ∗
[
□+

(m0c

ℏ

)]
ψ = 0. (2.38)

Then, taken the complex conjugate of Eq. (2.35) and multiplying from the left by ψ

ψ
[
□+

(m0c

ℏ

)]
ψ∗ = 0. (2.39)

Subtracting Eq. (2.38) - Eq. (2.39), we get

ψ∗□ψ − ψ□ψ∗ = 0 ⇒ ∂µ (ψ
∗∂µψ − ψ∂µψ∗) ≡ ∂µj

µ = 0, (2.40)

where we have used the covariant and contravariant definitions of the four-gradient

∂µ =

(
∂

∂ct
,
∂

∂x
,
∂

∂y
,
∂

∂z

)
, (2.41)

∂µ =

(
∂

∂ct
,− ∂

∂x
,− ∂

∂y
,− ∂

∂z

)
, (2.42)

and where we defined the four-current

jµ ≡ (ρ, j) =
iℏ
2m0

(ψ∗∂µψ − ψ∂µψ
∗) . (2.43)
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Explicitly, Eq. (2.40) has the form

∂

∂t

[
iℏ

2m0c2

(
ψ∗∂ψ

∂t
− ψ

∂ψ∗

∂t

)]
+∇ ·

[
− iℏ
2m0

(ψ∗∇ψ − ψ∇ψ∗)

]
= 0, (2.44)

which has the form of a continuity equation

∂

∂t
ρ+∇ · j = 0, (2.45)

with the probability density ρ given by

ρ(r, t) =
iℏ

2m0c2

(
ψ∗∂ψ

∂t
− ψ

∂ψ∗

∂t

)
. (2.46)

Therefore, as the Klein-Gordon equation is of second order in the time derivative,
at a given time t, both ψ and ∂ψ

∂t may have arbitrary values, so that, ρ(r, t) may be
either positive or negative, and thus cannot be interpreted as a probability density.
This is the deeper reason to consider the Klein-Gordon equation to be physically
senseless. Then, it was required to seek a relativistic wave equation of first order in
time.

2.A.3 The Dirac equation

After the problems with the Klein-Gordon equation, in 1928 Dirac was looking for-
ward to develop a wave equation of the Schrödinger form [117, 117]

iℏ
∂ψ

∂t
= Ĥψ, (2.47)

with positive definite probability density. Dirac understood that, in order to satisfy
the Lorentz invariance, it had to be constructed an equation which were linear in
time derivatives, and at the same time linear in space derivatives. So, the desired
equation has to be of the form

iℏ
∂Ψ

∂t
=

[
ℏc
i

(
α̂1

∂

∂x1
+ α̂2

∂

∂x2
+ α̂3

∂

∂x3

)
+ β̂m0c

2

]
Ψ ≡ ĤDΨ, (2.48)

where ĤD can be expressed as

ĤD =
ℏc
i
α̂ · ∇+ β̂m0c

2. (2.49)

From equation (2.48), the next conditions have to be satisfied:
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1. The objects β̂, and α̂ = (α̂1, α̂2, α̂3) are dimensionless, and, in order to satisfy
spatial rotation invariance, they cannot be simple numbers. Actually, they
have to be matrices, and therefore, ĤD is a n × n matrix. Additionally, in
order that ĤD be hermitian, β̂, and α̂ have to be hermitian as well .

2. Then, Ψ cannot be a simple scalar function, but has to be a column vector

Ψ =



ψ1

ψ2

.

.

.
ψn

 . (2.50)

3. The probability density is positive definite

ρ(x) = Ψ†Ψ = (ψ∗
1, ..., ψ

∗
n)


ψ1

.

.

.
ψn

 =
∑
i

ψ∗
i ψi, (2.51)

and it is the temporal component of a conserved four-current jµ = (ρ, j), such
that the continuity equation is satisfied

∂µj
µ = 0 ⇒ iℏ

∂

∂t
(Ψ†Ψ) =

ℏc
i
∇ · (Ψ†αΨ), (2.52)

with ρ = Ψ†Ψ and j = Ψ†αΨ.

In order to satisfy the relativistic dispersion relation given by Eq. (2.32), from
the square of Eq. (2.48) expressed in components

−ℏ2
∂2ψσ
∂t2

= −ℏc2
αiαj + αjαi

2

∂2ψσ
∂xi∂xj

+
ℏm0c

3

i

αiβ + βαi
2

∂ψσ
∂xi

+ β2m2
0c

4ψσ, (2.53)

the next relations are required:

1. αiαj + αjαi = {αi, αj} = 2δij , where δij is the Kronecker delta.

2. αiβ + βαi = {αi, β} = 0.

3. α2
i = β2 = I, where I represents the n × n identity matrix. So that, the

eigenvalues of these matrices are always ±1.
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4. To accomplish the hermiticity of the Hamiltonian, the matrices αi and β have
to be hermitian, and also from condition (3), they have to be unitary

αi = α†
i = α−1

i and β = β† = β−1 .

5. By using the trace property tr[AB] = tr[BA] in condition (2):

αiβ = −βαi ⇒ tr[βαiβ] = tr[β2αi] = tr[αi] = tr[−β2αi] = −tr[αi]

⇒ tr[αi] = 0 = tr[β] .

Thus, they are null-trace matrices, and, as their eigenvalues are only ±1, it is
immediately seen that their dimension n must be pair.

Conditions (1), (2), and (3) define the so-called Clifford algebra.

In the (3 + 1) dimensional case, the minimal dimension of the matrices αi and β
is 4. One may satisfy the Clifford algebra by choosing, e.g., the so-called standard
representation

β =

(
I 0
0 −I

)
and αi =

(
0 σi
σi 0

)
, (2.54)

where the σi matrices are the well-known Pauli matrices

σ1 =

(
0 1
1 0

)
, σ2 =

(
0 −i
i 0

)
, σ3 =

(
1 0
0 −1

)
. (2.55)

As a consequence, the Dirac Hamiltonian has a matrix structure

H3D
D =

(
m0c

2 cp̂ · σ
cp̂ · σ −m0c

2

)
, (2.56)

and the quantum state must be represented by the four-spinor Ψ =


ψ1

ψ2

ψ3

ψ4

. If we

represent it as formed by two two-spinors Ψ =

(
ϕ
ξ

)
, with ϕ =

(
ϕ1
ϕ2

)
and ξ =

(
ξ1
ξ2

)
,

considering a particle at rest, we have the Dirac equation(
m0c

2 0
0 −m0c

2

)(
ϕ
ξ

)
= E

(
ϕ
ξ

)
. (2.57)

This equation has four solutions: Two with positive energy E = m0c
2 corresponding

to the components of the two-spinor ϕ, and which are related to the particle compo-
nents of the four-spinor Ψ; the other two solutions, which possess a negative energy
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value E = −m0c
2, correspond to the components of the two-spinor ξ, related to the

antiparticle components of the four-spinor Ψ. This interpretation of the ξ compo-
nents as antiparticles was proposed for the first time by Dirac in 1931 [118], after
Oppenheimer and Tamm argued that electron-proton annihilation in atoms would
not be consistent with the stability of ordinary matter [119], breaking down the idea
that the ξ components were related to protons. The existence of antiparticles was
confirmed in 1932 when Anderson discovered the positron [120].

Furthermore, the components ϕ1, ϕ2 and ξ1, ξ2 of the two-spinors ϕ and ξ, re-
spectively, correspond to both different possible spin states of the particle [121, 113].

By introducing the notation of the Dirac matrices γµ

γ0 = β , γi = βαi and {γµ, γν} = 2gµν , (2.58)

and the Feynman “slash” notation

/a = aµγ
µ, (2.59)

we get the usually found covariant form (in natural units ℏ = c = 1) of the Dirac
equation2

(i/∂ −m0)Ψ = 0. (2.60)

(2+1) dimensional Dirac equation

In the (2 + 1) dimensional case, which is of interest in the case of graphene, the
Clifford algebra is satisfied by the identification of the αi and β matrices with the
Pauli matrices

α1 = σ1, α2 = σ2, β = σ3, (2.61)

so, the (2 + 1) Dirac equation for massless particles can be written as

H2D
D = cσ · p, (2.62)

which, by the identification of c with the Fermi velocity vF , has the same form as
the Hamiltonian describing graphene, obtained in Chapter 2.

If we consider the (2 + 1) Dirac equation for m ̸= 0, it can be rewritten in the
form

H2D
D = ϵ

(
cosβ sinβ e−iϕp

sinβ eiϕp −cosβ

)
, (2.63)

2The K-G equation is obtained by multiplying Eq. (2.60) by (i/∂ +m0).



32

where we have defined the quantities

ϵ =
√
m2

0 + p2, cosβ =
m0

ϵ
, sinβ =

|p|
ϵ
, ϕp = arctan

(
py
px

)
, (2.64)

where additionally, we have taken the values ℏ = c = 1. The matrix in the right side
of Eq. (2.63) is a unitary matrix, whose eigenvalues are λ = ±1, corresponding to
the positive and negative energy states found earlier Eλ = λE = λ

√
m2

0 + p2.

Chirality

In high-energy physics it is defined the helicity [121, 113] of a particle as the projec-
tion of its spin onto the direction of propagation in 3-spatial dimensions,

hp =
p · σ
|p| , (2.65)

where the “σ” here is a 4× 4 matrix with the 2D Pauli matrices in the diagonal. It
is an hermitian and unitary operator with eigenvalues η = ±1:

hp |η = ±1⟩ = ± |η = ±1⟩ . (2.66)

In this case, σ describes the real physical spin of the particle. The helicity operator
hp commutes with the Dirac Hamiltonian, and it is therefore a good quantum num-
ber.

In the case of graphene, the Pauli matrices no longer describe the real spin, but
the sublattice isospin. In this case the helicity operator is called chirality operator,
and it just commutes with the Hamiltonian in absence of a particle mass m0.

The massless (2 + 1) Dirac Hamiltonian for graphene can be rewritten in terms
of the chirality operator as

H2D
D = |p|hp , H2D,ξ

D = ξH2D
D = ξ|p|hp , (2.67)

where ξ refers to the two-fold valley pseudospin degeneracy (ξ = ±). Then, the band
index λ, which describes the valence and the conduction bands, is entirely determined
by the chirality and the valley pseudospin

λ = ξη . (2.68)

This expression can be graphically seen in Fig. 2.12, where the valence and conduction
bands for each valley (K and K′) are shown, and define the chirality of the particles
in them.
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Figure 2.12: Relation between the band index λ, valley isospin ξ, and chirality η.
Adapted from [112].

2.B Universal properties

As we have said before, there exist many common properties that Dirac materials
share, independently of its diverse nature or dimensionality [55]. Some of them
are related with collective many-body interactions of Dirac fermions, and others
with the interaction of the material with external perturbations such as external
electromagnetic fields or strains. In this Supplement we very economically review
some of that universal properties, which are all produces by the unconventional linear
spectrum of the fermions in Dirac materials

2.B.1 Many-body interactions

Many-body interactions, such as electron-electron or electron-phonon interactions,
is a very complex issue in condensed matter physics, as it involves a macroscopic
number of particles moving collectively. However, some many-body effects have
been attributed to the peculiar low-energy spectrum in Dirac materials.
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Electronic excitations

The main excitation present in metallic/semimetallic systems is the electron-hole
excitation and its associated collective modes, as for example the quanta of plasma
oscillations in an electron gas, that is, plasmons. Electron-hole pairs are excitations
of the Fermi sea in which an electron with momentum k and energy E in excited to
momentum k+ q and energy E + ϵ, where ϵ ≈ vFq. For conventional materials, the
electron-hole excitations are always intra-band transitions since it is always possible
to create the excitations for arbitrarily low energies (Fig. 2.13(a)). For this case it is
also possible a plasmon excitation with ϵ α

√
q [122]. For undopped Dirac materials,

the Fermi level locates exactly at the Dirac point,. Therefore any excitation in inter-
band (Fig. 2.13(b)) with plasmons all lying in the same band. When Dirac materials
are dopped, intra-band electron-hole excitations are again permitted, as well as inter-
band excitations for large-enough energies (Fig. 2.13(c)). In this case, the material
behaves as a mixture of conventional and Dirac material. Also, in this case a plasmon
excitation is again sustainable at long wavelengths.

Figure 2.13: Energy-momentum plot for the electron-hole excitations in (a) a two-
dimensional electron gas, (b) an undopped Dirac material (Fermi level at the Dirac
point) and (c) dopped Dirac material (with a band gap). Adapted from [55].

Electronic screening

It results that in Dirac materials, in particular in graphene, there exists a lack of
electronic screening [55]. As a consequence, long-distance Coulomb interactions re-
main unchanged in these systems [123, 124]. This can be formulated as if there is no
charge renormalization in Dirac materials.
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Velocity renormalization

In counterpart, as a direct consequence of the lack of screening in Dirac materials,
since Lorentz invariance is broken by the long-range instantaneous Coulomb repul-
sion, then the Fermi velocity should be renormalized, of course, without exceeding
the speed of light. Some evidence has been found about velocity renormalization in
Dirac materials [125, 126].

Excitonic state

There exists the possibility of a spontaneous generation of mass in Dirac materials
as a result of the long-range Coulomb potential. That is, an excitonic state. Calcu-
lations on this phenomenon have been performed in recent years [127, 128, 129].

Superconductivity

Dirac materials present low or vanishing (for the undopped case) density of states
(DOS) at the Fermi level. Therefore, these materials are propense to form an intrinsic
superconducting state, as studied in Refs. [130, 131, 132, 133]. Aditionally, Cooper
pairs and superconductivity can be induced in Dirac materials by proximity to an
external superconductor. A clear example of that effect is the Josephson junction in
graphene [134, 135, 136, 137].

2.B.2 Thermodynamic properties

The Dirac Hamiltonian produces a DOS, N0(E), around the Dirac points with the
form

N0 ∼ Ed−1. (2.69)

As a consequence, the thermodynamic response functions can be described in terms
of a universal set of exponents describing their power-law dependence in tempera-
ture, T [55]. One example is the specific heat in Dirac materials which behaves as
C(T )T→0 ∼ T d, very different from the behaviour in conventional materials where
C(T )T→0 ∼ T .

2.B.3 Magnetic field dependence

The response of Dirac materials to external magnetic fields results in novel phenom-
ena in each case. Next we review the main example of these effects, that is, the
generation of Landau levels. Some other novel effects in Weyl SMs are presented in
the Suppl. 2.C.
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Landau levels

The interaction of a graphene sheet with an external magnetic field perpendicular
the the graphene plane results in the well-known quantization of the energy in term
of the intensity of the magnetic field. Explicitly

En(B) = ℏvF

√
2eB|n|

ℏ
, (2.70)

that is, energy levels go as the square-root of the principal quantum number, in
contrast with the linear relation in Schrödinger fermions. These levels are known
as Landau levels (Lls). Experimental realization of this effect have been done in
2D [138, 30, 139, 140, 141], as well as in 3D topological insulators [142, 143]. Another
distinctive feature in Lls is the fact that at zero-energy, there exists a level composed
by both electrons and holes in equal amounts. The existence of this zero-energy level
gives rise to a quantum Hall effect with Hall conductance σxy ∼ n+ 1/2 [138, 30].

2.B.4 Suppression of backscattering

The effect of backscattering has been discussed in graphene [144, 19], d-wave super-
conductors [145] and TIs [146], consisting in a very universal phenomenon in Dirac
materials. The origin of this effect comes from destructive interference between
wave states produced by backscattering potentials which are diagonal in pseudo-spin
space [144]. From this effect emerges the famous Klein tunnelling in Dirac materi-
als [19].

2.C Novel transport properties in WSMs

2.C.1 Chiral anomaly

Let us consider a 3D WSM in the presence of an external magnetic field. The zero-
energy level, ε = χℏvFk · B is a chiral mode whose dispersing direction is set by
the chirality of the Weyl node, χ. If an external electric field is also applied to the
sample in the same direction as the magnetic field, all the states will move according
to ℏk = −eE, that is, in the electric field direction. This implies that, for the
zero-energy state, electrons are either appearing or disappearing depending on the
chirality of the Weyl node. Therefore, charge is not conserved around each Weyl
node, resulting in a modified chiral charge continuity equation

∂n

∂t
+∇ · J = ± e2

4π2ℏ2
E ·B. (2.71)

This non-conservation of charged particles in each single Weyl point is known as the
chiral anomaly, or the Adler-Bell-Jackiw anomaly [147, 148].
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Some consequences of the chiral anomaly are the valley polarization between
Weyl nodes with opposite chirality given by

∂(n+ + n−)

∂t
=

e2

4π2ℏ2
E ·B. (2.72)

Another important effects consequence of the chiral anomaly anomaly are the
large longitudinal conductivity along the applied magnetic field and negative mag-
netoresistance, that is the chiral magnetic effect (studied next) [149, 150, 151], as
well as the anomalous quantum Hall effect (AQHE) in which the Hall conductance

GH =
e2

2πℏ
∑
i

χiki, (2.73)

is directly proportional to the momentum space separation between the two Weyl
points [150].

2.C.2 Chiral Magnetic effect and planar Hall effect

Important effects given as a result of the interaction of Weyl fermions with external
electromagnetic fields are the chiral magnetic effect (CME) [152] and the planar Hall
effect (PHE) [153]. The CME consists in the generation of an electric current, along
the direction of an applied external magnetic field, induced by chirality imbalance
in the material. It is a macroscopic phenomenon induced by the chiral anomaly,
therefore, it does not require a spontaneous symmetry breaking. An important
feature about the chiral current in CME is that it is non-dissipative, that because
the current is topologically protected [55]. In Fig. 2.14 are shown two different
approaches to analyse the CME: the firt (left), is that a topological charge of the
background gauge field generates a spatially non-uniform chiral imbalance around
the object. The secon case (right), is based in the idea of a chiral chemical potential,
µ5, which generates a spatially uniform chiral imbalance in matter. In both cases a
uniform electric current is induced by the external magnetic field [154].

On the other hand, the PHE also implies the application of an external electric
field forming an angle, θ, between both field directions. The PHE consists in the
generation of a Hall current living at the plane generated by the electromagnetic
external fields (Fig. 2.15). As well as the CME, the PHE is thought to have its
origins in the chiral anomaly [26].

2.C.3 Axion electrodynamics

Transport effects such as CME and AQHE can be represented compactly with the
definition of a new class of electrodynamics known as axion electrodynamics. The
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Figure 2.14: Two different approaches to understand the chiral magnetic effect: (left)
through the existence of a topological charge of the background gauge field generating
a spatially non-uniform chiral imbalance around it. (right) A non-vanishing chemical
potential generating spatially uniform chiral imbalance in matter. Figure adapted
from [154].

Figure 2.15: Sketch of the planar Hall effect in which a Hall current appears in
the same plane generated by the external electric and magnetic fields. Adapted
from [155].

changes to classical electrodynamics enters as the denoted axion term ∼ εµνρλFµνFρλ
in the electrodynamic Lagrangian [107]. The action produced by this term is

Sθ =
1

2π

e2

h

∫
dtdrθ(r, t)E ·B, (2.74)
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where θ(r, t) = 2(k0 · r − b0t). Here, k0 is the position of the Weyl nodes and 2b0 is
the chemical potential shift between Weyl nodes. This term leads to macroscopic ob-
servable effects in the bulk material. The corresponding charge and current densities
are

ρ =
1

2π

e2

h
2k0 ·B, (2.75)

J =
1

2π

e2

h
(2k0 ×E − 2b0B) . (2.76)

Equation (2.75) and the first term in Eq. (2.76) represent the AQHE, whereas the
second term in Eq. (2.76) refers to the CME [107].
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Chapter 3

SSH Model with Periodical
Impurities

We study the SSH model, perhaps the simplest realization of a topological insula-
tor, in the presence of an embedded impurity superlattice. We consider the impact
of the said impurity by changing the hopping amplitudes between them and their
nearest neighbors in the topological boundaries and the edge state localization in the
chain of atoms. Within a tight-binding approach and through a topolectrical circuit
simulation, we consider three different impurity-hopping amplitudes. We found a
relaxation of the condition between hopping parameters for the topologically trivial
and non-trivial phase boundary and a more profound edge state localization given
by the impurity position within the supercell. We base our discussion in our article
shown in Ref. [156].

3.1 Introduction

The emergence of topological matter has challenged the point of view of the classifi-
cation of quantum materials in terms of their symmetry properties as described by
unitary transformations and opened the possibility of a wider classification. In that
direction, number of studies have been carried out to understand the mechanisms re-
sponsible for topological properties [157, 158, 159, 75, 160, 161, 162]. Time-reversal,
particle-hole, and chiral symmetries, namely, unitary or antiunitary transformations
that commute or anticommute with the Hamiltonian, are the building blocks of
the so-called periodic table of topological insulators [163]. The Su-Schrieffer-Heeger
model (SSH) [164, 165] is one of the simplest models which represents a topological
insulator (see, for instance, Refs. [166, 167, 168, 160, 17, 169, 170, 171] and ref-
erences therein). It describes the behavior of spinless electrons hopping through a
one-dimensional lattice build up by two interspersed sublattices of atoms with alter-
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nating nearest neighbors (NNs) hopping amplitudes. As first introduced, this model
is useful for studying one-dimensional molecules such as polyacetylene (CH)x. Its
topological features, nevertheless, have boosted the interest in studying it and its
extensions in a variety of situations, such as modulations of the hoppings and on-site
energies (driven SSH model [172, 173, 174]), long-range interactions [175, 176, 110],
two coupled SSH chains [177, 178, 179], dimensional extended models [180, 181, 182,
183], and other modifications [184, 185]. Depending upon the relative strength of the
hopping parameters, the model exhibits a topologically trivial or nontrivial phase,
which is distinguished by the emergence of a zero mode in the spectrum. The topo-
logically invariant quantity turns out to be the Zak phase, which is either zero or one
in the trivial and nontrivial phases, respectively [186]. These features make the SSH
a favorite model to predict a nontrivial topological structure of some systems from
the symmetries of the underlying Hamiltonian and the corresponding equations of
motion.

The topological features of the SSH model have also been found in mechanical
[187], photonic [188, 189], acoustic [190, 172] and other systems [191, 192, 193, 194,
195, 196]. The basic idea is that these metamaterials can be described by a two-
band Hamiltonian, which yields similar equations of motion in the tight-binding
regime as the model in question. In this regard, in the emergent field of topoelectric
circuits [197, 198, 199, 200, 201, 202] one can map the current flow in electric circuits
with a network of passive elements like capacitors and inductors in similar form to a
tight-binding Hamiltonian where capacitances C and inductances L serve to define
the hopping parameters. Hence, crystal systems like the SSH model, graphene and
others with remarkable properties have found realization within these topoelectric
circuits [203, 200, 204, 205]. For the case of the SSH model, an alternating network
of capacitors and inductors play the role of a unit cell in a crystal whereas products
of capacitances and inductances define the hopping parameters. The impedance of
the system as generated by a resistor probe and a sinusoidal signal with varying
frequency can be used to measure the response of the system. In the topological
phase, such an impedance is found to diverge at a certain frequency in the topological
phase of the system. This resonant regime can be expressed entirely in terms of the
hopping parameters of the crystal. Moreover, localization of states can be visualized
in terms of edge states formation in the topologically non-trivial phase. This opens
the possibility of studying interesting crystallographic properties of crystals in terms
of a network of LC circuits [197, 198, 199, 200, 201, 202, 203, 204, 205].

Of special interest is the role of impurities in the system from both the crystal-
lographic and the electronic point of view. In this chapter, we explore the role of an
impurity into the system in different setups by defining the N, i-super-SSH model.
First, we consider an impurity in a super-cell that interacts with the network and
observe its impact on the position of the resonance in the impedance. Then, we study
the impact of its position within the sites of the super-cell. We explore the phase
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v w v' w'

m = 1 m = 2 m = n

α = A

α = B

i = 3

i = 2 i = 1

p = 1 p = 2 p = 3

Figure 3.1: (a) Scheme of the N, i-super-SSH model for N = 3, i = 3. The shaded
area denotes the SSH-unit cell, the supercell number is given by the parameter m,
the supercell position by p, the species parameter is α and the impurity position is
denoted by i. (b) and (c): Supercells of the case N = 3, i = 2(b) and i = 1(c),
respectively. In all cases the green rectangles indicate the impurity atoms, the solid
thin and thick lines correspond to the hopping parameters v and w, respectively, while
the dashed thin and thick lines denote the v′ and w′ impurity hopping parameters,
respectively. Figure reproduced from Ref. [156].

diagram in the parameter space of the hoppings of the chain and the emergence of
edge states in the topological phase of the system. We analyze the dynamics both
from the tight-binding perspective and then from an electric circuit simulation. The
rest of this chapter is organized as follows. In the next section, we present the model
under consideration. In section 3.4, we analyze the system in the Tight-Binding (TB)
approach through the Python package “Pythtb” (Python Tight-Binding) [206]. In
Section 3.5, we perform a numerical simulation of a topoelectrical circuit equivalent
to our model. We conclude in Section 3.6 and present some details of the framework
of topological circuits in a Supplement.

3.3 SSH model with embedded impurity superlattices

Let us begin our discussion by considering a one-dimensional chain of alternating
atoms of species A and B, from which we define the species parameter α = A,B,
and hopping parameters v and w for the A−B and B −A links, as in the standard
presentation of the SSH model, in which a unit cell consists of a pair of atoms A and
B (see shaded area in Fig. 3.1(a)). Let us also consider a supercell constructed by
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concatenating N SSH-unit cells. Such supercell has length N and we label the sites
within the supercell as p = 1, 2, ..., N . Notice that each site consists of one SSH-unit
cell in which one atom of species B is replaced by an impurity consisting of an atom
of a third species C located in p = i, as shown in Fig. 3.1(a) for the case N = 3, i = 3.
The system can then be described by four principal numbers: m = 1, 2, 3, ..., n, ...
denoting the number of supercells in the array, N denoting its length, p representing
the label of the site position within the supercell, α denoting the atomic species, and
an additional label i indicating the position of the impurity within the supercell. We
dub this arrangement the (N, i)-super-SSH model. Figure 3.1(a) shows cases of the
(3, 3)-super-SSH model, while Figs. 3.1(b) and (c) show the supercells of the (3, 2)-
and (3, 1)-super-SSH model, respectively.

The effect of the impurities is based on the change of the hopping amplitudes
between sites A− C and C −A to the new hoppings v′ and w′, respectively. Under
this assumption, the system can still be thought as periodic, but now with a new
unit supercell. In the general case, the quantities v′ and w′ can be considered as
independent parameters or even functions of v and w. Moreover, for the purposes of
this study, we explore electronic and topological properties of the system considering
them as scalar parameters v′ = v+ δv and w′ = w+ δw, under different assumptions
for three different cases. We consider the periodic and the finite cases varying the
supercell length N and the impurity position i within the supercell. As a first
approach, below we consider a TB description of the system.

3.4 Tight-Binding Calculations

In this Section, we compute the electronic and topological properties of our system
from a TB perspective. We write the TB Hamiltonian as

Hsuper = HN
SSH + VN,i, (3.1)

where we define the extended SSH Hamiltonian as

HN
SSH =

N−1∑
p=1

(v|m, p,B⟩⟨m, p,A|+ w|m, p+ 1, A⟩⟨m, p,B|)

+ v|m,N,B⟩⟨m,N,A|+ w|m, 1, A⟩⟨m,N,B|, (3.2)

and the impurity potential

VN,i =



δv|m, p,B → C⟩⟨m, p,A|
+δw|m, p+ 1, A⟩⟨m, p,B → C|, for i = 1, 2, ..., N − 1,

δv|m, p,B → C⟩⟨m, p,A|
+δw|m+ 1, 1, A⟩⟨m, p,B → C|, for i = N.

(3.3)
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It is important to note that in Eq. (3.3), the notation B → C means the replacement
of an atom B by an impurity atom C. The exact algebraic diagonalization of the
Hamiltonian in Eq. (3.1) gives as result tremendously intricate expressions for the
energy-momentum dispersion, which results very difficult to manipulate. For this
reason, we employ the Pythtb package [206] in order to get the eigenvalues and
eigenvectors of the problem numerically. We consider three different configurations
of the impurity-hopping amplitudes: In Case I, we consider w = 1.0 fixed and v′ = w′,
namely, equal impurity hopping to both nearest neighbours, rendering v and v′ as the
free parameters which we vary. In Case II, we explore the well-known topologically
non-trivial phase of the SSH model with w = 1.0 and v = 0.5, and vice versa, namely,
the topologically trivial phase [160, 161, 162]. We retain these values fixed, while
varying the free parameters v′ and w′. Finally, in Case III, we consider w = w′ = 1.0
for which the impurity does not affect the A − C hopping amplitude. This permits
the variation of the free parameters (v, v′).

For these three cases, we first explore the topological phase of the infinite peri-
odic system imposing periodic boundary conditions with the hopping parameters as
defined in each case. In order to do so, we first divide the First Brillouin Zone (FBZ)
of the system into a discrete grid of M equally spaced intervals. In each point of
the grid, we consider its corresponding wave vector |uk⟩, and we calculate the Berry
(Zak) Phase [186] which represents the geometrical phase of the system through a
closed loop as

γn(C) = −Im
M∑
k=0

⟨uk|∂kuk⟩, (3.4)

where the sum travels a closed path in reciprocal space, i.e., |u0⟩ = |uM ⟩. The Z2

underlying topological structure of the model allows to distinguish the topologically
trivial (γn(C) = 0) and non-trivial (γn(C) = π) phases of the system throughout
the space of free parameters in each case.

We also explore the spatial wave function localization of the topological zero mode
state for a chain of finite length, namely, the edge states of the system, considering
different sizes of the chain n, supercell length N , and impurity location within the
supercell, i. For this purpose, we compute |ψ0(i)|2 and observe its distribution along
the location i.

3.4.1 Case A

In this case, we fix the parameter w = 1.0 and force the condition v′ = w′, thus the
parameters v and v′ define the parameter space. As can be observed in Fig. 3.2, from
the behavior of the Berry phase we notice that the trivial or non-trivial topological
phase structure of the system is not modified from the original SSH case [160, 161,
162], in which the topological non-trivial phase is achieved so long as v < w. We
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Figure 3.2: Berry phase in the space of free parameters of the periodic N, i-super-
SSH model for Case I with w = 1.0, v′ = w′ and for different values of N . Figure
reproduced from Ref. [156].
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Figure 3.3: Edge state localization of a finite chain of the N, i-super-SSH model for
the case v = 0.3, w = 1.0, v′ = w′ = 0.5 for different N values with the impurity in
the position i = N − 1. Figure reproduced from Ref. [156].

can see that this condition is maintained independently of the supercell length, N .
Note also that in the periodic case, the position of the impurity within the supercell
is irrelevant.

Focusing now on the localization of the zero mode edge state, we notice that the
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Figure 3.4: Edge state localization of the N, i-super-SSH model for the case w = 1.0
and (left) v = 0.3, v′ = w′ = 0.5 and (right) v = 0.5, v′ = w′ = 0.3, varying the
position of the impurity, i, for N = 4. Figure reproduced from Ref. [156].

length of a finite chain composed by the concatenation of n supercells is unimportant
for sufficiently long chains with n ≥ 10. Graphics for these long chains where sup-
pressed for space considerations in Fig 3.3. For the analysis, we work with n = 12.
On the other hand, as can be seen in the same Figure, the supercell length N affects
the edge state localization in a way that, as N increases, such state resembles more
and more the zero mode of the original model already in the case of N = 8. This
is completely expected since the impurity effects dilute with larger N , that is, the
impurity density reduces for larger supercells. From this observations, we fix n = 12
and N = 4 in what follows, namely, we consider chains with 48 sites.

Now, from Fig. 3.4, we observe that the edge state localization is weakened com-
pared to the original SSH model, so that as long as the condition v < w is fulfilled;
the parameter v′ is not relevant in this case. On the contrary, the position of the
impurity in the supercell is relevant, making the localization stronger for more to
the right positions and weaker for more to the left positions. So that, the impurity
in this case is promoting edge localization the closer it is to the right edge.

3.4.2 Case B

In this case, we have the two benchmark SSH scenarios: (w = 1.0; v = 0.5) which
corresponds to a non-trivial topological phase in the SSH model and (w = 0.5;
v = 1.0) for a trivial topological phase. The free-parameters are v′ and w′.

As can be observed in Fig. 3.5, for the first scenario, it is possible to have both
non-trivial and trivial topological phases depending on the values of v′ and w′. These
phases are separated by a linear boundary in parameter space. This is a counter-
intuitive behavior as compared to the original SSH model. Note that for N = 2,
there are many configurations in which it is possible to switch from the non-trivial
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Figure 3.5: Berry phase in the space of free parameters (v′, w′) of the N, i-super-SSH
model for the case v < w (v = 0.5, 0.8 and w = 1.0 were taken) fixed for different N
values. Figure reproduced from Ref. [156].
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Figure 3.6: Edge state localization of the N, i-super-SSH model for the case v < w
(v = 0.5 and w = 1.0 were taken) fixed varying the free parameters v′,w′ and the
position of the impurity for the case N = 4. (Top) v′ = 0.4, w′ = 2.0; (Bottom)
v′ = 0.2, w′ = 0.8. Figure reproduced from Ref. [156].

to the trivial phase, and as the supercell length increases, the possibilities of swapping
are reduced. For example, for N = 8, very large v′ and very small v′ hoppings are
needed to flip between phases. Additionally, in Fig. 3.6 we can observe the possibility
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Figure 3.7: Berry phase in the space of free parameters of the N, i-super-SSH model
for the case v > w (v = 1.0 and w = 0.5 were taken) fixed for different N values.
Figure reproduced from Ref. [156].



50 CHAPTER 3. SSH MODEL WITH PERIODICAL IMPURITIES

of reaching a more pronounced edge state localization as compared to the original
SSH zero mode with the appropriate tuning of the parameters v′ and w′. For example
in case of Fig. 3.6 (top) it is accomplished with large values of w′, whereas in the case
of Fig. 3.6 (bottom) small values of v′ are the responsible of this unexpected behavior.
Different from Case I, here the edge localization is reinforced as the impurity locates
more toward the left in the supercell, since, for example, for the impurity position
i = 1, we obtain the largest localization.

A similar discussion follows in the scenario w = 0.5; v = 1.0, as observed in
Fig. 3.7. It is well-known that for these values, the original SSH model exhibits a
topologically trivial character. Surprisingly, in our model we see that it is possible
to tune the system to a non-trivial topological phase by an appropriate choice of
the impurity hopping. Thus, the possibility of switching to the non-trivial phase
reduces as N becomes larger and the impurity dilutes. Notice also that just as in
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Figure 3.8: Edge state localization of the N, i-super-SSH model for the case v > w
(v = 1.0 and w = 0.5 were taken) fixed varying the free parameters v′,w′ and the
position of the impurity for the case N = 4. (Top) v′ = 0.05, w′ = 1.0; (Bottom)
v′ = 0.05, w′ = 4.0. Figure reproduced from Ref. [156].

the previous Case, a linear interface between topological and non-topological phases
emerges.

Figure 3.8 shows the interesting and counter-intuitive behavior of the edge states
localization in this case. From Fig. 3.7 we know that we require small values of
v′, and as w′ is greater we find that the localization is reinforced. In addition, the
position of the impurity again plays a key role since the edge state concentrates
around its location, moving from previous sites and becoming more pronounced.
Then, it presents a jump to a less localized form in the next supercell, where then
it becomes mildly localized until eventually it becomes more localized and it jumps
again. In this sense, the localization becomes more pronounced for impurities placed
more toward the left in the supercell.
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Figure 3.9: Berry phase in the space of free parameters of the N, i-super-SSH model
for the case w = w′ = 1.0 for different N values. Figure reproduced from Ref. [156].

3.4.3 Case C

Next we replicate the conditions of Case I with a different restriction over w′, namely
w = w′ = 1.0. As can be observed from Fig. 3.9, the region in parameter space where
the topological phase is found gets important modifications, relaxing the topological
condition v < w of the ordinary model. Furthermore, the topologically trivial and
non-trivial phases are separated by a more intricated shape of the boundary. Note
that for N = 2, the parameter space is symmetric under the exchange v ↔ v′. On the
other hand, as the supercell length increases, the impact of the parameter v increases
whereas the impact of v′ reduces, and for large values of N , the boundaries of the
topologically trivial and non-trivial phases of the model tends to be as in the original
SSH model (Fig. 3.2). This makes sense because while N increases, the impurity
density decreases and the effects of the impurity hoppings reduces.

Regarding the edge state localization, in Fig. 3.10 we observe the same behavior
as in Case II. In Fig. 3.10(top), it can be seen that through the tuning of impurity
hopping parameter, it is possible to reinforce the localization as compared to the
original case. On the other hand, Fig. 3.10(bottom) shows the possibility of reaching
to a non-typical non-trivial topological phase for values v > w. In both cases,
the more to toward the left the impurity is located within the supercell, the more
pronounced the localization becomes.

3.5 Topolectrical circuits Calculations

In this Section we explore again the topological phase structure of the (N, i)-super-
SSH model from an analogue topolectrical circuit. For a self-contained discussion of
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Figure 3.10: Edge state localization of the N, i-super-SSH model for the case w =
w′ = 1.0 varying the free parameters v,v′ and the position of the impurity for the
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from Ref. [156].
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Figure 3.11: Topolectric circuit set up of the N, i-super-SSH model for N = 4 with
the impurity placed in position i = 4. Figure reproduced from Ref. [156].

the subject, in the Supplement we present a brief introduction to the framework of
topolectrical circuits and the analogy of their effective Hamiltonian with the Hamil-
tonian of a TB approach [197, 198, 199, 200, 201, 202]. The connection is established
from the observation that the role of the hopping amplitudes in the TB approach are
mapped to the capacitances Ci of capacitors in the network, whereas the “orbital”
sites are considered as the nodes in which two capacitors and an inductor intersect.
In order to get trace of the topological edge states, we look for a resonance in the
impedance of the circuit with a sinusoidal signal probe. We further study the local-
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ization of the states by the voltage drops in the nodes. We simulate our topolectrical
circuit within the Pyspice package [207]. The topolectrical circuits in this case have
the network structure shown in Fig. 3.11. For all the next calculations we com-
puted the circuit’s response to an sinusoidal input voltage current with amplitude of
V0 = 10V, frequency f = 100kHz, and inductance value L = 10µH.

3.5.1 Case A
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Figure 3.12: (Top) Impedance resonance Zr(ω) for the values C2 = 1.0µF and (left)
C1 = 0.5µF, for different values of C3 = C4; (right) different values of C1 with C3 =
C4 = 0.5µF. (Bottom) Edge state localization of the N, i-super-SSH topolectrical
circuit for the case C2 = 1.0µF, (left) C1 = 0.5µF, C3 = C4 = 0.3µF and (right)
C1 = 0.5µF, C3 = C4 = 0.7µF, varying the position of the ”impurity” (capacitors)
for N = 4. Figure reproduced from Ref. [156].

In analogy with Case I of the TB calculation, we consider C1 and C3 as free
parameters, fixing C2 = 1.0µF and with the condition C3 = C4, i.e. the same capac-
itance value to both nodes connected from the “impurity capacitor”. In Fig. 3.12(top)
we depict the expected resonances of the impedance (Zr) of the circuit as a function
of the frequency of the signal probe. Such resonance appears only when the systems



54 CHAPTER 3. SSH MODEL WITH PERIODICAL IMPURITIES

is found in the non-trivial topological phase [197, 198, 199, 200, 201, 202]. Fig-
ure 3.12(top, right) shows the behavior of the resonance under the variation of C1.
To understand the behavior of these curves, we recall that the resonance frequency
for the original SSH model is found when

ωr =
1√

L(C1 + C2)
. (3.5)

We draw these values of ωr as vertical dotted lines in the Figure. We notice a
deviation from these values in our model due to the “impurity” capacitances C3 and
C4. We can conclude that, the value of C1 slightly displaces the resonance peaks of
the impedance. On the other hand, analyzing Fig. 3.12(top, left), as we fixed C1 all
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Figure 3.13: (Top) Impedance resonances Zr(ω) for the values C2 = 1.0 and (left)
C1 = 0.5µF, for different values of C3 = C4µF; (right) different values of C1 with
C3 = C4 = 0.5µF. (Bottom) Edge state localization of the N, i-super-SSH topolectri-
cal circuit for the case C2 = 1.0µF, (left) C1 = 0.5µF, C3 = C4 = 0.3µF and (right)
C1 = 0.5µF, C3 = C4 = 0.7µF, varying the position of the ”impurity” (capacitors)
for N = 4. Figure reproduced from Ref. [156].

the resonance peaks share essentially the same impedance Z(ω) so that we can easily



3.5. TOPOLECTRICAL CIRCUITS CALCULATIONS 55

detect that the effect of the variation of the C3 = C4 is to displace the resonance to
the left of the frequency spectra as this parameter grows, approaching to the value
of the original SSH resonance frequency, ωr.

In close analogy with the wave function localization of the edge states, the voltage
in the topological circuit is higher at the edge of the circuit. The voltage localization
is shown in Fig. 3.12(bottom), where we can observe that for values C3 < C1 (bot-
tom, left) the localization is reinforced with respect to the topolectrical SSH circuit
shown in the blue line, while in the opposite case (bottom, right), the localization
is weakened. The position of the “impurity” in the circuit also plays a role, repro-
ducing the same behavior as in the TB calculations where the more to the right the
impurity is located, the more pronounced the localization becomes. We must also
mention that as in the TB calculation, the effect of the circuit length is irrelevant
for long enough chains of circuit elements and that the effect of the supercell length
is to dilute impurity effects as N gets large.

3.5.2 Case B

In this case we translate the conventions of Case II of the TB calculation, and study
the well-known topologically nontrivial (C1 < C2) and trivial (C1 > C2) cases under
the variation of the free parameters C3 and C4. We compute the impedance of the
system and identify its resonant value Zr upon varying the values of C3 and C4.
We are mostly interested in the non-intuitive cases in which a non-trivial topological
phase is found even though C1 > C2. In Fig. 3.13 we present the resonances of the
impedance and the voltage localization for C1 = 1.1µF, C2 = 1.0µF, varying C3

and C4. From Fig. 3.13(top), we observe the appearance of a second resonance peak
which contributes to voltage localization. It has been shown that Fano resonances
[208] appear as a dispersion mechanism in the circuits [209, 210, 211], and that is
the responsible of the asymmetry of the resonance peaks as well as the secondary
peak appearance. The effect of C4 is to slightly displace resonance peaks to the left
as it grows. On the other hand, the effect of C3 is to displace the resonances peaks
to the left as it grows.

Voltage localization in the circuit is depicted in Fig. 3.13(bottom). We observe
on the one hand the same behavior regarding the impurity position as in the TB
approach, that is, a staggered localization around the impurity with jumps every
supercell, and a reinforcing localization at the edge as the impurity is located more
to the left. Also, keeping fixed the impurity position (i = 2), localization becomes
more pronounced as C3 and C4 decrease (c.f. Fig. 3.8).



56 CHAPTER 3. SSH MODEL WITH PERIODICAL IMPURITIES

3.5.3 Case C

For this Case, which adopts the conventions of Case III of the TB calculation with
C2 = C4 = 1.0µF, we focus our attention into the non-intuitive region in which
even for C1 > C2 (notice that C1 = 2.0µF is taken in Fig. 3.14(top)), a non-trivial
topological phase develops. Thus, the only free parameter is actually C3. The
resonance peak of the impedance for the corresponding topolectrical circuit is plotted
in Fig. 3.14(top) for different values of C3.

Finally, in Fig. 3.14(bottom) we show the voltage drops in the different nodes
of the topolectrical circuit for different values of C1 > 1µF, C3 and the impurity
position, i. We observe the same behavior as with the TB approach: A staggered

26000 28000 30000 32000 34000 36000 38000 40000
Frequency

0.00

0.25

0.50

0.75

1.00

1.25

1.50

1.75

2.00

Im
p
e
d
a
n
ce

 |
Z
(w

)|
 (

O
h
m

s)

C3=0.2 F
C3=0.8 F
C3=1.4 F
C3=2.0 F
SSH resonance

1 3 5 7 9 11 13 15 17 19
Node

10 12

10 10

10 8

10 6

10 4

10 2

100

V
o
lt
a
g
e
 (

V
)

C1=1.1, C3=0.01, i =4
C1=1.1, C3=0.01, i =2
C1=1.1, C3=0.001, i =2
C1=1.5, C3=0.001, i =2
C1=2.5, C3=0.001, i =2

Figure 3.14: (Top) Impedance resonances Zr(ω) for the values C2 = C41.0µF and
C1 = 2.0µF, for different values of C3. (Bottom) Edge state localization of the N, i-
super-SSH topolectrical circuit for the case C2 = C4 = 1.0µF varying the position of
the ”impurity” (capacitors) for N = 4. Figure reproduced from Ref. [156].

localization around the impurity with jumps every supercell, a reinforcing localization
at the edge as the impurity places more to the left, and the greater C1 and the smaller
C3 the more pronounced the localization becomes (compare with Fig. 3.10).

3.6 Discussion and Conclusions

In this Chapter we have performed an study of the effects of embedded impurity
superlattices in the SSH model over electronic and topological properties of the
system. We considered impurity effects through the modification of the hopping
amplitudes between these impurities and their nearest neighbours in the array. Three
different cases of these modified hoppings were considered: the Case I in which
w = 1.0, v′ = w′; Case II, where v, w where fixed (=1.0, 0.5, respectively, and vice
versa); and Case III, in which w = 1.0, w′ = w. We used two frameworks to explore
the proteries of the system: the TB approach and a topolectrical circuit analogy.
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Using the TB approach, for the Case I, we obtain no modification of the topo-
logical boundaries of the different phases of the model as compared to the original
SSH model, indicating that this kind of impurities do not impact the topological
condition for finding the topological phase of the model. Moreover, the position of
the impurity within the supercell plays an important role in strengthening the lo-
calization of the edge-states, specially as the impurity location is more to the right
edge of the supercell. For Cases II and III, non-intuitive, interesting boundaries of
the topologically different phases were obtained: a linear boundary that separates
topologically non-trivial and trivial phases, although the ordinary condition v < w
or v > w is no longer required, and a non-linear-boundary between these phases.
Effects are more notorious for small N , recovering the usual SSH model behavior
for large N , as the impurity effects get diluted. In these cases, the position of the
impurity within the supercell is important in the localization of the edge-states just
as in the first case, but now reinforcing localization as the impurity is placed more
to the left.

Using the topolectrical circuit analogue of the system, the expected resonances
in the impedance of the circuit with a sinusoidal signal probe where found in each
case, deviating from the resonant frequency ωr of the original SSH model because of
the presence of the impurity. The free parameters in each case are relevant in the
position of the resonance peaks, while the same behavior in the voltage localization
was realized as in the TB approach calculation. In all cases, the effect of the system
length, n, is irrelevant for sufficiently long systems, with n ≤ 10, while the supercell
length, N , reduces the effect of the impurities in the systems asN gets larger, because
of the impurity dilution in the system. The topolectrical circuit analogue of these
models confirmed the results obtained in the TB approach. Additionally, within the
numerical simulation of the circuit, the existence of other resonances was shown,
related to Fano resonance in the system, and perhaps these are responsible of small
differences between models. Even though, we conclude that topological circuits are as
useful for studying electric and topological features of materials as TB calculations.

A general remark is that the results of this investigation provide evidence for the
possibility of relaxing the conditions for the hopping amplitudes to distinguish be-
tween topologically trivial and non-trivial phases in the model and to provide a more
tight localization of the edge-states by means of embedded impurity superlattices.
Impurities in non-topological materials could be an important tool to provide them
with topological features. Furthermore, impurities could be of interest for technolog-
ical applications by tightening the localization of the wave vectors, that is, improving
the surface conduction in these materials.
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3.A Topolectrical Circuits

Electrical circuits are described by Kirchoff’s laws. Following [202], we start from
Kirchoff’s current law

Ia =
∑
i

cai(Va − Vi) + waVA, (3.6)

which establishes that the input current in a node, Ia, is equal to the current flowing
out this node to other node i linked by a conductance cai plus the the current flowing
to ground with impedance w−1

a . Eq. (3.6) can be expressed in matrix form as

I⃗ = (N +W )V⃗ = JV⃗ , (3.7)

where N is the circuit Laplacian depending on the conductances, W is a diagonal
matrix depending on the circuit’s grounding, and J = N+W is the grounded Lapla-
cian, also called admittance matrix. Additionally, the Laplacian can be decomposed
as N = D − C, with C the adjacency or conductances matrix and D a diagonal
matrix representing the list of total currents out of each node. For LC circuits, the
driving voltage frequency ω is the cornerstone. In this sense, it is convenient to
Fourier transform Eq. (3.7), obtaining [202]

Ia(ω) =
∑
b

Jab(ω)Vb(ω). (3.8)

The admittance matrix now reads

Jab(ω) = iω[Nab(ω) + δabWa(ω)], (3.9)

where

Nab(ω) = −Cab +
1

ω2Lab
, (3.10)

and

Wa(ω) = Ca −
1

ω2La
−
∑
c

Nac, (3.11)

where Cab and Lab are the capacitance and inductance between nodes a and b,
respectively, and Ca and La are the capacitance and inductance between nodes a
and the ground. Most commonly, circuits are often studied by its voltage response
to an applied current. This can be done through the corresponding impedance, Z.
The two-point impedance is calculated as [212]

Zab =
(Va − Vb)

I
, (3.12)

where I = |Iab|. Expression in Eq. (3.12) is used to calculate the impedance of
different circuits throughout this Chapter. Expressing the potentials in terms of
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the input current, that is inverting Eq. (3.7), we use the regularized circuit Green’s
function,

G =
∑
jn ̸=0

1

jn
ψnψ

†
n, (3.13)

where jn denotes the admittance eigenvalues of J⃗ and ψn is the corresponding
n−dimensional eigenvector matrix. Notice that the admittance is defines as Y =
Z−1. Thus, it is possible to express the impedance as

Zab =
∑
jn ̸=0

|ψna − ψnb|2
jn

, (3.14)

that is, the sum of the squared modulus of the difference between of the n−th
admittance eigenmode divided by the admittance eigenvalue. As can be seen from
Eq. (3.14), the impedance becomes larger, namely, exhibits a resonance, if the admit-
tance eigenmodes are well-localized at one region with small admittance eigenvalue
jn. This is the case of topological boundary resonances in topolectrical circuits,
where there exists a large density of protected boundary modes with jn ≈ 0.

To make the correspondence between topolectrical circuits and Tight-Binding
approaches, we should note that we are dealing with two eigenvalue equations:

Circuits: JV⃗ ≡ jV⃗ = I⃗ , (3.15)

QM: Hψ⃗ = Eψ⃗. (3.16)

If we relate the nodes in the topolectrical circuit to lattice sites, it is possible to
establish the relation Jab(ω) = iωHab(ω), with H(ω) the Hamiltonian of the TB
approach [202].

3.A.1 Topolectrical circuit of the (N, i)-super-SSH model.

The topolectrical analogue of the (AB)N−1−AC−SSH TB model in accomplished
by considering the lattice sites as the nodes 1, 2, ... of the circuit in Fig. 3.11. The
hopping amlitudes between sites A and B and vice versa are set as capacitance values
C1 and C2, respectively. An impurity is represented by a change in the capacitance
linking its site with its nearest neighbours sites by the values of C3 and C4 (Fig. 3.11).

The two-point impedance is calculated using Eq. (3.12) by measuring the voltage
in node 1. Additionally, the voltage localization is computed by measuring the
voltage in each node.

For comparative reasons, it is be useful to establish some characteristics of the
original topolectrical SSH circuit (C3 = C1 and C4 = C2) [202]. First, when the
condition C1 < C2 fulfills, a topological boundary mode exists, leading to a drastic
increase in impedance (resonance) which presents in the resonant frequency (3.5).
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Also, applying an alternate current probe generates potential differences between
the plates of each capacitor, V1 and V2 for capacitors C1 and C2, respectively, which
indeed oscillate in anti-phase. When C1 < C2, the potential configuration on the
nodes (mid-gap mode) is given by ψ0(n)α(1, 0,−t, 0, t2, 0− t3, 0, ..., ((−t]n, 0)), with
t = C1/C2. In the opposite case in which C1 > C2 (t > 1), there exists no topological
boundary mode and no mid-gap node is found. Finally, In terms of the grounded
Laplacian, the system with periodic boundary conditions is described by

JSSH(kx) = iω

(
C1 + C2 −

1

ω2L

)
I − iω [(C1 + C2 cos kx)σx + C2 sin kxσy] . (3.17)
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Chapter 4

Non-Relativistic JR Soliton

We consider the Foldy-Whouthuysen (FW) transformation [213] of the Dirac equa-
tion coupled to a background soliton field which is equivalent to a position-dependent
mass m(x) such that at each limit x → ±∞, the mass to the left and to the right
tends to a (possibly different) constant, with a sign difference at each side. We
then build-up a third order unitarily transformed Schrödinger-like Hamiltonian as a
counterpart of the corresponding to the well known Jackiw-Rebbi model [214]. By
further FW-transforming the Dirac spinor, we establish the relation between the
non-relativistic and relativistic wave functions up to this order of approximation for
generic position dependent mass profiles. For the economic choice m(x) = m0x/|x|,
we find that these spinors are the same up to an overall constant. The discussion in
this Chapter is based in our paper, Ref. [215].

4.1 Foldy-Wouthuysen transformation

We focus our attention in the non-relativistic representation of the JR kink as derived
from the FW transformation [213] of the Dirac equation with a position dependent
mass term [216, 217]. We commence by diagonalizing the Hamiltonian in Eq. (2.22)
with the corresponding unitary transformation for the FW representation,

U (x) ≡ eiS , (4.1)

with

S ≡ − i

2

1√
m
βαpx

1√
m
. (4.2)

By explicitly representing the Dirac matrices as

α ≡ σx, β ≡ σz, (4.3)

65



66 CHAPTER 4. NON-RELATIVISTIC JR SOLITON

we write the Dirac Hamiltonian

H0 ≡ σxpx + σzm (x) , (4.4)

and the transformation in eq. (4.2) as

S ≡ 1

2

1√
m
σypx

1√
m
. (4.5)

In the spirit of the FW transformation, we seek to write the stationary eq. (2.22) in
the form

HΨ = EΨ, (4.6)

with the transformed Hamiltonian and wavefuction given by

H ≡ U (x)H0U
† (x) = eiSH0e

−iS ,

Ψ ≡ U (x)ψ = eiSψ. (4.7)

Then, by exploiting the Baker–Campbell–Hausdorff formula, we approximate upto
third order

H ≈ H0 + i [S,H0]−
1

2
[S, [S,H0]] + . . . (4.8)

Working out explicitly the first commutator, we find

[S,H0] = i

(
H0 −mσz −

1

2
σz

{
1√
m
px

1√
m
, px

})
=

[
1

2

1√
m
px

1√
m
σy, pxσx +mσz

]
= [S, pxσx] + [S,mσz] , (4.9)

from where we derive the following useful relations,

[S, pxσx] = − i

2
σz

{
1√
m
px

1√
m
, px

}
[S,mσz] = iσxpx. (4.10)

Next, the commutator

[S, [S,H0]] =

[
S, i

(
σxpx −

1

2
σz

{
1√
m
px

1√
m
, px

})]
≈ i [S, σxpx] + . . .

=
1

2
σz

{
1√
m
px

1√
m
, px

}
, (4.11)
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from which we directly find that at the third order,

H ≈
(
1

4

{
1√
m
px

1√
m
, px

}
+m

)
σz. (4.12)

Notice that this Schrödinger-like Hamiltonian is quadratic in the momentum with a
non-trivial dependence of the position dependent mass, as demanded by hermiticity
of H. A similar form of the hamiltonian was proposed in Ref. [217] precisely as the
effective Schrödinger equation for position dependent mass of charge carriers.

For the wave function, we have

Ψ0 = e
i
2

1√
m
px

1√
m
σye

−
∫ x
x0
dy m(y)

χ

=

(
cos

(
1

2

1√
m
px

1√
m

)
+ i sin

(
1

2

1√
m
px

1√
m

)
σy

)
× e

−
∫ x
x0
dy m(y)

χ, (4.13)

but since χ is an eigenvector of σy with eigenvalue +1,

Ψ0 =

(
cos

(
1

2

1√
m
px

1√
m

)
+ i sin

(
1

2

1√
m
px

1√
m

))
× e

−
∫ x
x0
dy m(y)

χ

= e
i
2

1√
m
px

1√
m e

−
∫ x
x0
dy m(y)

χ. (4.14)

Writting formally that

e
i
2

1√
m
px

1√
m =

∞∑
n=0

1

2nn!

(
1√
m

d

dx

1√
m

)n
, (4.15)

we cast the wavefunction in the form

Ψ0 =

∞∑
n=0

1

2nn!

(
1√
m

d

dx

1√
m

)n
e
−

∫ x
x0
dy m(y)

χ. (4.16)

Let us observe that(
1√
m

d

dx

1√
m

)
e
−

∫ x
x0
dy m(y)

=

(
1

2

d

dx

(
1

m

)
− 1

)
e
−

∫ x
x0
dym(y)

≡ f1 (m) e
−

∫ x
x0
dy m(y)

. (4.17)
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Similarly, (
1√
m

d

dx

1√
m

)2

e
−

∫ x
x0
dy m(y)

=

[
1

m

d

dx
f1 (m) + (f1 (m))2

]
e
−

∫ x
x0
dy m(y)

≡ f2 (m) e
−

∫ x
x0
dy m(y)

. (4.18)

From here, we define the recurrence relation(
1√
m

d

dx

1√
m

)n+1

e
−

∫ x
x0
dy m(y)

=

[
1

m

d

dx
fn (m) + f1 (m) fn (m)

]
e
−

∫ x
x0
dy m(y)

= fn+1 (m) e
−

∫ x
x0
dy m(y)

. (4.19)

Let us further notice that

fn+1 (m) =

[
1

m

d

dx
+ f1 (m)

]
fn (m)

≡ Dfn (m) , (4.20)

from which we can write

fn+1 (m) = Dnf1 (m) . (4.21)

Then

Ψ0 =

∞∑
n=0

1

2nn!

(
1√
m

d

dx

1√
m

)n
e
−

∫ x
x0
dy m(y)

χ

= ψ0 +
∞∑
n=1

1

2nn!

(
1√
m

d

dx

1√
m

)n
e
−

∫ x
x0
dy m(y)

χ

=

(
1 +

∞∑
n=1

Dn

2nn!
f1 (m)

)
ψ0

≡
(
1 +

(
e

D
2 − 1

)
[f1 (m)]

)
ψ0. (4.22)

This expression determines the FW representation of the JR kink in terms of the
original zero mode for arbitrary shape of the mass profile.
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4.2 Step function

For illustration, let us consider the profile [218, 87, 92]

m(x) = m0
x

|x| . (4.23)

It is straightforward to check that in this case,

Dnf1(m) = (−1)n, (4.24)

such that, from (4.22), we directly obtain

Ψ0 =
1√
e
ψ0, (4.25)

namely, both the spinors differ by an overall constant (Fig. 1).

4.3 Tanh function

Another example is a mass profile given by

m(x) = m0 tanh(x). (4.26)

In this case, the 3rd-order FW zero mode wave function is given by

Ψ0 =
1√
e
e

m0
4

csch2(x)ψ0. (4.27)

Both, the relativistic and the FW non-relativistic approximation wave functions are
plotted in Fig. 2, where it can be noted that the functions differ not only in magnitude
but in shape as well.

4.4 Discussion and Conclusions

In this Chapter we have carried out the FW transformation of the Dirac Hamil-
tonian (4.4) with a position dependent mass term. We have focused out attention
to the zero mode, which exhibits a kink behavior for different mass profiles. This
zero mode transforms according to (4.22) for a general m(x). Explicit examples are
depicted in Figs. 4.1 and 4.2. Although the form of the zero mode depends upon
the explicit representation of the Dirac matrices α and β, it is well-known that the
Pauli matrices form a basis for 2D Dirac Hamiltonians, and it is possible to use
different selections of these basis elements (similarity transformation of basis) in the
Hamiltonian, e. g.

H = σyp+ σxm(x), (4.28)



70 CHAPTER 4. NON-RELATIVISTIC JR SOLITON

Relativistic 3rd order FW
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Figure 4.1: Zero mode wave functions for the relativistic case and the 3rd-order FW
non-relativistic approximation for the mass profile m(x) = m0

x
|x| . Figure reproduced

from Ref. [215].

so that the systems describes the same physics.
A final word of caution is required. It should be clear that ψ0 is not a solution of

U †(x)HU(x) ψ0 = 0. (4.29)

This is because the transformation (4.22) is valid up to third order and thus is not
exact. Nevertheless, we observe that up to this approximation, the kink character of
the relativistic and non-relativistic spinors holds.

Further non-relativistic FW-like representations of Dirac Hamiltonians of this
type are being considered, like the non-minimally coupled electric-Moshinsky oscilla-
tor [92]. These ideas are currently under consideration and results shall be presented
elsewhere.
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Relativistic 3rd order FW
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Figure 4.2: Zero mode wave functions for the relativistic case and the 3rd-order
FW non-relativistic approximation for the mass profile m(x) = m0 tanh(x). Figure
reproduced from Ref. [215].
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Chapter 5

Weyl Semimetals in External
EM Fields

Within a Supersymmetric Quantum Mechanics (SUSY-QM) framework [219], the
(3+1) Dirac equation describing a Dirac material in the presence of external parallel
electric and magnetic fields is solved. Considering static but non-uniform electric and
magnetic profiles with translational symmetry along the y-direction, the Dirac equa-
tion is transformed into two decoupled pairs of Schrödinger equations, one for each
chirality of the fermion fields. Taking trigonometric and hyperbolic profiles for the
vector and scalar potentials, respectively, we arrive at SUSY partner Pöschl-Teller-
like quantum potentials. Restricting to the conditions of the potentials that support
an analytic zero-mode solution, we obtain a nontrivial current density perpendicular
to the electric and magnetic fields, thus, defining a plane where these three vectors
become coplanar, indicating the possibility of realizing the Planar Hall Effect [153].
Furthermore, this non-vanishing current density is the sum of current densities for
the left- and right-chiralities, suggesting that the net current is a consequence of
chiral symmetry. Possible application in current steering of solitonic nature through
a Type-I Weyl semimetal is discussed. This Chapter bases its discussion in Ref. [220,
221].

5.1 Introduction

Understanding the dynamics of electrons under the influence of external electro-
magnetic fields lies at the very heart of quantum mechanics [222, 223, 224]. Not
surprisingly, the influence of external fields results in a plethora of quantum phe-
nomena. Addressing the problem under the most general assumptions regarding
field configurations is indeed a hard nut to crack. A number of simplifications have
been considered since the early days of the establishment of quantum physics. For

73
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example, for static fields, the quantization of electron orbitals in the plane perpen-
dicular to the field lines of a uniform magnetic field, the Landau levels [225], are
the cornerstone in the description of several quantum phenomena [226]. Adding an
electric field parallel to the Landau levels plane generates an electric current per-
pendicular to both fields. For finite size samples, the quantization of the electric
resistance is observed in the Quantum Hall effect (QHE) [227, 228] whose smoking
gun is the development of plateaus in the transverse conductivity of a bi-dimensional
sample of a two-dimensional electron gas at integer numbers of the so-called filling
factor, which counts the number of Landau levels filled in the sample. The quan-
tization rule for the conductivity has also been found for non-integer values of the
filling factor [229] as a result of electron-electron interactions which become rele-
vant [230]. Even more, in the anomalous quantum Hall effect [231, 232, 233] which
emerges for relativistic-like excitations in graphene and related materials, it is pre-
cisely the relativistic nature of the excitations which describes a sort of integer QHE,
with a shifted plateaus. This particular example establishes a natural connection of
condensed matter and high-energy physics [234]. The importance of the QHE can
be further established by the close relation of this effect and the superconducting
properties of spin liquid systems [235]. Thus, it is natural to expect the response of
charged particles to external fields in variants of this effect.

For time varying fields, like those generated during relativistic heavy-ion col-
lisions in RHIC and LHC [236], it was conjectured that the non-trivial nature of
the quantum chromodynamics vacuum could be probed through the generation of
a non-dissipative electric current generated by the chiral imbalance of quarks inter-
acting with topological sectors of the gauge field [237, 238, 239]. Chiral anomaly
is responsible for the imbalance in this effect. Nevertheless, a number of thorough
measurements in isobaric collisions showed no evidence of the chiral magnetic effect
(CME) [240, 241]. An (Abelian) analogue of the CME was found in ZrTe5 [242, 243,
244, 245]. For that case, rather than topological configurations of the gauge fields,
it is a setup where electric and magnetic fields are parallel which is responsible for
the effect. Remarkably, the chiral anomaly generated by the effect of parallel electric
and magnetic fields has also been related to the emergence of a positive longitudi-
nal magnetoconductance [246] in Dirac materials. Along with non-trivial effects of
Berry curvature, the chiral anomaly also gives rise to the so-called Planar Hall Ef-
fect (PHE) [247] that contrary to the standard QHE setup, in this case the applied
current, magnetic field, and the transverse voltage lie coplanarly.

In this Chapter we explore the possibility of realizing the PHE by static but non-
uniform electric and magnetic fields, as can be naturally addressed in the context of
θ-electrodynamics (see, for instance, Ref. [248]). For this purpose, we factorize the
four-component Dirac equation under the influence of parallel electric and magnetic
fields along the third spatial dimension in terms of two decoupled two-component
Weyl-type equation corresponding to each chirality. Each bi-spinor equation can be
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further factorized in the standard procedure of supersymmetric quantum mechanics.
Considering Pöschl-Teller-like quantum potentials, we look for the conditions of these
potentials to support a zero-mode analytic solution. Interestingly, this mode leads
to a non-trivial electric current in the same plane of the electric and magnetic field,
but perpendicular to both. To present the details of our findings, we have organized
the remaining of this Chapter as follows: In Sec. 5.2 we recall the covariant form of
the (3+1) Dirac equation in the presence of external electromagnetic fields. Later, in
Sec. 5.4, we consider a confining example of scalar and vector potentials which leads
to a novel chiral Planar Hall Effect. Finally, in Sec. 5.5 we discuss some aspects and
consequences of the aforementioned effect and draw some conclusions. Additionally
we have included a Supplement tackling the SUSY-QM technique.

5.2 Dirac equation in electromagnetic fields

The Dirac equation describing the motion of free electrons is given by

(iγµ∂µ −m)ΨD(x) = 0, (5.1)

where ΨD(x) is a four-component spinor, and the Dirac γµ-matrices fulfill the Clifford
algebra {γµ, γν} = 2gµν , with gµν = diag(1,−1,−1,−1) being the (3+1)-dimensional
Minkowsky space-time metric. We choose to work in the Dirac representation of these
matrices 1,

γ0 = β =

(
1 0
0 −1

)
, γi = βαi =

(
0 σi

−σi 0

)
,

αi =

(
0 σi
σi 0

)
, γ5 = iγ0γ1γ2γ3 =

(
0 1
1 0

)
. (5.2)

It is worth noticing that we are working in natural units ℏ = c = e = 1, where c
is the speed of light and e is the electron charge. However, in Dirac materials, the
Dirac-like equation describing them has a factor directly proportional to the Fermi
velocity vF instead of c (see, for example, Ref. [249]), thus, the system addressed
here is not relativistic2. In order to formulate the Dirac equation in the presence of
electromagnetic fields, we start by taking the minimal coupling rule πµ = i∂µ − Aµ
which incorporates the electromagnetic potentials Aµ = (Φ,A) in the Dirac equation.
Thus, Eq. (5.1) becomes

(γµπµ −m)ΨD(x) = 0. (5.3)

1One might have started with a chiral representation of the γ-matrices, i.e. the Weyl equation,
arriving at the same physics.

2Even though the system is not relativistic, inside these materials vF plays the role of c, and a
“Lorentz invariance” inside the material is conserved [250]. In this sense, this theory only applies to
type-I Weyl semimetals.
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Since in Dirac materials the charge carriers behave as massless electrons, the quasi-
particle excitations are described by an effective massless Dirac equation. Thus, it
is easy to show that the squared operator3 (γ · π)2 can be written as follows

(γ · π)2 = π2 +
σµν

2
Fµν , (5.4)

where σµν = i
2 [γ

µ, γν ], and

Fµν = [πµ, πν ] =


0 Ex Ey Ez

−Ex 0 −Bz By
−Ey Bz 0 −Bx
−Ez −By Bx 0

 , (5.5)

is the electromagnetic field tensor [251]. Let us analyse each term in Eq. (5.4)
separately. First,

π2 = −∂2t − i
∂A0

∂t
− 2iA0∂t +A2

0 + ∂2j + i
∂Aj
∂xj

+ 2iAj∂j −A2
j . (5.6)

On the other hand, noticing that

σ0ν

2
F0ν =

i

2
αiF0i =

i

2
(α1F01 + α2F02 + α3F03), (5.7)

σij

2
Fij = −1

2
ϵijkFijI ⊗ σk = −I ⊗ (σ3F12 − σ2F13 + σ1F23), (5.8)

where I = I2×2 is the identity matrix, the second term can be written as

σµν

2
Fµν =

i

2
(α1F01 + α2F02 + α3F03)− I ⊗ (σ3F12 − σ2F13 + σ1F23), (5.9)

where we have used the relations [γ0, γi] = 2αi, [γ
i, γj ] = i2ϵijkσk⊗I2×2, Fµν = −Fνµ

and σµν = −σνµ. Equation (5.4) together with the expressions in Eqs. (5.6) and
(5.9) represent all the possible configurations of electromagnetic fields coupled to the
Dirac equation describing the dynamics of fermions under its influence. In particular,
we are interested in configurations allowing the use of the Supersymetric Quantum
Mechanics (SUSY-QM) to solve the eigenvalue problem of the Dirac Hamiltonian. It
has been demonstrated that when we only consider a magnetic field perpendicular
to the x−y plane, where fermions are constrained to move, the system can be solved
within a SUSY framework (see, for example, Ref. [252]). Analogously, in the case of
an electric field pointing along the x-direction, SUSY-QM is also a framework useful

3Note that, as the Dirac equation is homogeneous, the solutions of the squared problem are
solutions of the original problem as well. In fact, when decoupling the original system of equations
it results in the squared Hamiltonian operator applied to the solutions.
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to find the respective solutions [253]. On the other hand, from Eq. (5.9) we observe
that a configuration of magnetic and electric fields does not lead to a system of
equations which can be solved by a suitable SUSY-QM. Below we study a particular
setup in which the system exhibits supersymmetry.

5.3 Parallel EM fields configuration

Let us consider a static parallel fields configuration, namely, a magnetic field B =
B(x) ẑ and an electric field E = E(z) ẑ. Working in the Landau gauge, the vector
potential generating B can be chosen as A = A(x) ŷ. Moreover, since the rotational
of the electric field is equal to zero, this field is generated by a electric scalar potential
ϕ(z). Thus, the field strengths turn out to be

B(x) =
dA(x)

dx
, E(z) = −dϕ(z)

dz
. (5.10)

In this physical situation, the operator π2 is simplified to the following form

π2 = −∂2t − i2ϕ(z)∂t + ϕ2(z) + ∂2x + ∂2y + ∂2z + i2A(x)∂y −A2(x), (5.11)

while the term σµνFµν/2 is explicitly written as

σµν

2
Fµν =


B(x) 0 iE(z) 0
0 −B(x) 0 −iE(z)

iE(z) 0 B(x) 0
0 −iE(z) 0 −B(x)

 . (5.12)

On the other hand, we assume the spinor ΨD(t, x, y, z), such that

(γ · π)2ΨD(t, x, y, z) = 0,

has a standard stationary temporal behavior and since the system exhibits transla-
tional symmetry along the y-direction, we propose ΨD(t, x, y, z) as follows,

ΨD(t, x, y, z) = ei(εt+ky)Ψ(x, z) = ei(εt+ky)


ψα↑
ψβ↓
ψβ↑
ψα↓

 , (5.13)

with ε being the energy of the Dirac electron and k its wavenumber in the y-direction.
Then, the time-independent spinor Ψ(x, z) fulfills an eigenvalue problem that is
equivalent to the following coupled system of equations{[

∂2x − (k +A(x))2 ± dA(x)

dx

]
+
[
∂2z + (ϕ(z) + ε)2

]}
ψα,β↑↓ ∓idϕ(z)

dz
ψβ,α↑↓ = 0, (5.14)
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where the arrows ↑↓ specify the spin orientation. The above system can be decoupled
defining

φ±
↑↓ ≡ ψα↑↓ ± ψβ↑↓, (5.15)

such that we are lead to the following system of equations[(
−∂2x + (k +A(x))2 − dA(x)

dx

)
+

(
−∂2z − (ϕ(z) + ε)2 ± i

dϕ(z)

dz

)]
φ±
↑ = 0, (5.16a)

[(
−∂2x + (k +A(x))2 +

dA(x)

dx

)
+

(
−∂2z − (ϕ(z) + ε)2 ∓ i

dϕ(z)

dz

)]
φ±
↓ = 0. (5.16b)

Before proceeding, let us briefly review the SUSY-QM framework, in which two

Figure 5.1: Sketch of the alignment of the fields in the plane x − z (left). The
electromagnetic fields generated by the potentials in Eq. (5.26) (right). The scale of
the graphs is set by parameters E0 = 2.0, B0 = 1.0, µ = 1.0 and ν = 1.0. Note that
we are using natural units, ℏ = c = e = 1. Figure reproduced from Ref. [220].

Schrödinger-like Hamiltonians H± are intertwined by means of the operational rela-
tion

H+L− = L−H−, (5.17)
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with L− being the intertwining operator given by

L− =
d

dx
+ w(x), (5.18)

where w(x) is a real function referred to as the superpotential. Within, the SUSY-QM
framework, the partner potentials V ± associated to the intertwined HamiltoniansH±

can be written in terms of the superpotential function as follows

V ± = w2(x)± w′(x). (5.19)

Consequently, both Hamiltonians have an isospectral part and their eigenfunctions
are linked through the supersymmetric transformation defined by the intertwining
operator [254, 255, 256]. The SUSY algorithm has been successfully applied to
solve the Dirac equation [257, 258], in particular, when this equation describes Dirac
materials such as graphene [252, 259, 260, 261, 262, 263].

Defining the Schrödinger-like Hamiltonians

H±
A = −∂2x + (k +A(x))2 ± dA(x)

dx
, (5.20a)

H±
ϕ = −∂2z + [i(ϕ(z) + ε)]2 ± i

dϕ(z)

dz
, (5.20b)

which are first-order supersymmetric partners, respectively, the corresponding SUSY
transformations can be defined by the superpotentials

wA = k +A(x), wϕ = i(ε+ ϕ(z)). (5.21)

Thus, with the aid of the SUSY algorithm, the system of equations (5.16) can be
written as [

H−
A +H±

ϕ

]
φ±
↑ = 0, (5.22a)[

H+
A +H∓

ϕ

]
φ±
↓ = 0. (5.22b)

Expressions above imply that we can construct solutions of the form

φ±
↑ = χ−

↑ (x)ζ
±
↑ (z), φ±

↓ = χ+
↓ (x)ζ

∓
↓ (z), (5.23)

satisfying each one an eigenvalue equation of the form

H±
Aχ

±
↑↓ = εAχ

±
↑↓, H±

ϕ ζ
±
↑↓ = εϕζ

±
↑↓. (5.24)

Hence, we obtain a relation between the energies εA and εϕ, given by

εA = −εϕ. (5.25)
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By solving the time-independent Schrödinger-like equations (5.24) such that the con-
straint in Eq. (5.25) is fulfilled, it is possible to determine the spinor ΨD satisfying
the massless Dirac equation. It is worth mentioning the potentials V ±

ϕ (z) correspond-
ing to the Hamiltonians in Eq. (5.20b) are complex. Since we are looking for real
energy eigenvalues, care must be paid in the choice of the electromagnetic profiles.
In the following section we discuss an example of electromagnetic fields which lead to
solvable Schrödinger-like potentials. We explicitly explore their analytic solutions.

5.4 Confining case: Pöschl–Teller-like potentials

In order to determine the bound states of the Hamiltonians in Eq. (5.24), let us take
electromagnetic potentials of the form

A(x) =
B0

ν
sec(νx), −π

2
< νx <

π

2
; ϕ(z) =

E0

µ
sech(µz). (5.26)

In Fig. 5.1 we show the corresponding electric and magnetic fields produced by these
potentials.

With the definitions above, from Eqs. (5.19) and (5.21), the SUSY partner po-
tentials are

V ±
A (x) =k2 + 2kDA sec(νx) +D2

A sec2(νx)

± νDA sec(νx) tan(νx), (5.27a)

V ±
ϕ (z) =− ε2 − 2εDϕsech(µz)−D2

ϕsech
2(µz)

∓ iµDϕsech(µz) tanh(µz), (5.27b)

where DA = B0/ν, Dϕ = E0/µ. Notice that the complex potentials in Eq. (5.27b),
taking ε = 0, are particular cases of the so-called pseudo-Hermitian operators with
real energy eigenvalues [264, 265]. It can be seen that both potentials have a similar
form. Thus, we focus on getting the solutions of V ±

ϕ ; the potentials V ±
A can be solved

analogously. In Fig. 5.2, we plot the SUSY partner potentials in Eq. (5.27). In order
to solve the eigenvalue equation of the Hamiltonians H±

ϕ , we perform the change of
variable u = i sinh(µz), from which we obtain that[

µ2(1− u2)
d2

du2
− µ2u

d

du
− ε2 − 2

εDϕ√
1− u2

−
D2
ϕ

1− u2
∓ µDϕ

u

1− u2
− εϕ

]
ζ±(u) = 0. (5.28)
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Figure 5.2: Plot of the Pösch–Teller-like SUSY partner potentials V ±
A (x) (left). Real

and imaginary parts of the potentials V ±
ϕ (z) (right). The scale of the graphs is set

by parameters E0 = 2.0, B0 = 1.0, µ = 1.0, ν = 1.0 and ε = k = 0. Note that we
are using natural units, ℏ = c = e = 1. Figure reproduced from Ref. [220].

Considering ε = 0, these differential equations lead to the Jacobi equation. We then
propose the following ansatz for the functions ζ±(u) = (1− u)a(1+ u)bf±(u). Thus,
the differential equations (5.28) can be written as{

(1− u2)
d2

du2
+ 2[b− a− (b+ a+ 1/2)u]

d

du
− b(b− 1)− a(a− 1)

− b− a− 2ab− εϕ
µ2

+

[
2a(a− 1)− 2b(b− 1)− b+ a∓ Dϕ

µ

]
u

1− u2

+

[
2b(b− 1) + 2a(a− 1) + b+ a−

D2
ϕ

µ2

]
1

1− u2

}
f±(u) = 0.

(5.29)

Equation (5.29) accepts as solutions the Jacobi polynomials with complex argument

P
(α,β)
n (u) as long as the following conditions are accomplished:

2(b− a) = β − α,

2(a+ b+ 1/2) = α+ β + 2,

−(b+ a)2 − εϕ
µ2

= n(n+ α+ β + 1), (5.30)

(a− b)[2(a+ b)− 1] = ±Sϕ,
2(a2 + b2)− (a+ b) = S2

ϕ,
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with Sϕ = Dϕ/µ. Once the above requirements fulfilled, the eigenfunctions of the
Hamiltonians H±

ϕ are given by

ζ±n (u) =(1− u)
1
4(1−

√
1+4Sϕ(Sϕ±1)) × (1 + u)

1
4(1−

√
1+4Sϕ(Sϕ∓1))

× P
(− 1

2

√
1+4Sϕ(Sϕ±1),− 1

2

√
1+4Sϕ(Sϕ∓1))

n (u).
(5.31)

Boundary conditions imply that |Sϕ| > 1 and a finite discrete spectrum since the
number of square-integrable functions is bounded by Qϕ − 1 ≥ n, where

Qϕ =

√
1 + 4Sϕ(Sϕ + 1) +

√
1 + 4Sϕ(Sϕ − 1)

2
.

It is worth-noticing that if Sϕ is not an integer, the inequality is strict. Thus, Qϕ−1 is
a upper value of the number of levels and it is necessary check the square-integrablility
of each one of the eigenfunctions. Furthermore, the corresponding eigenvalues are

εϕ = −µ2
[
n(n−Qϕ + 1) +

(1−Qϕ)
2

4

]
. (5.32)

On the other hand, as we mentioned earlier, when k = 0, the solutions of the
Hamiltonians H±

A can be found by a similar process. Their corresponding eigenfunc-
tions can be written as

χ±
m(u) =(1− u)

1
4

(
1+
√

1+4SA(SA±1)
)
× (1 + u)

1
4

(
1+
√

1+4SA(SA∓1)
)

× P

(
1
2

√
1+4SA(SA±1), 1

2

√
1+4SA(SA∓1)

)
m (u),

(5.33)

with u = sin(νx) and SA = DA/ν, m = 0, 1, 2, .... Boundary conditions are satisfied
if SA(SA± 1) > −1/4. Moreover, the spectrum is infinite discrete, whilst the energy
eigenvalues are given by

εA = ν2
[
m(m+QA + 1) +

(1 +QA)
2

4

]
, (5.34)

where

QA =

√
1 + 4SA(SA + 1) +

√
1 + 4SA(SA − 1)

2
.

The complete system, composed by both Hamiltonians including the magnetic
and electric potentials (Eq.(5.22)), fulfills the relation for the energies ϵA = −ϵϕ only

when n = m = 0, resulting in the condition
∣∣∣ νµ ∣∣∣ = ∣∣∣ Qϕ−(1+2n)

QA+(1+2m)

∣∣∣, which relates both

field strengths (B0, E0) and concentrations (µ, ν). Hence, we have a spinor Ψ0,0(x, z)
with energy eigenvalue ε = 0 and wavenumber k = 0. To find solutions involving
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non-zero energies and wavenumbers, the potentials in Eq. (5.27) should be solved in
general, which is a highly nontrivial task. Finally, in terms of the functions χ±

0 (x)
and ζ±0 (z), the zero-mode spinor Ψ0,0(x, z) turns out to be

Ψ0,0(x, z) =
1

2


χ−
0 (x)

[
ζ+0 (z) + ζ−0 (z)

]
χ+
0 (x)

[
ζ−0 (z)− ζ+0 (z)

]
χ−
0 (x)

[
ζ+0 (z)− ζ−0 (z)

]
χ+
0 (x)

[
ζ+0 (z) + ζ−0 (z)

]
 . (5.35)

In order to realize the fermion behavior of this zero-mode, we are interested in ex-
ploring the corresponding probability and current densities. Furthermore, the chiral-
decomposition of the spinor above offers a natural form to understand its dynamics
in this field configuration.

5.4.1 Probability and current densities

To obtain a visualization of the behavior of the particles in the system, we calculate
the total probability density

ρ = |ΨD(t, x, y, z)|2 = Ψ†(x, z)Ψ(x, z), (5.36)

and the probability current densities given by

ji = Ψ†
D(t, x, y, z)αiΨD(t, x, y, z) = Ψ†(x, z)αiΨ(x, z), (5.37)

where αi = 1, 2, 3 are defined in Eq. (5.2). For the spinor in Eq. (5.13) these quantities
have the following forms

ρ =
1

2

[
|ψα↑ |2 + |ψα↓ |2 + |ψβ↑ |2 + |ψβ↓ |2

]
,

jx = Re
[
ψ̄α↑ψ

α
↓ + ψ̄β↑ψ

β
↓

]
,

jy = Im
[
ψ̄α↑ψ

α
↓ + ψ̄β↑ψ

β
↓

]
,

jz = Re
[
ψ̄α↑ψ

β
↑ − ψ̄α↓ψ

β
↓

]
.

(5.38)

In order to have a better insight of the dynamics, let us look at the chiral decom-
position of the spinor. For this purpose, we use the chiral projectors PR,L = 1

2(I±γ5),
which allow us to obtain the left- (L) and right-handed (R) spinors

ΨD;R,L(t, x, y, z) = ei(εt+ky)ΨR,L(x, z) =
1

2
ei(εt+ky)


ψα↑ ± ψβ↑
ψβ↓ ± ψα↓
ψβ↑ ± ψα↑
ψα↓ ± ψβ↓

 , (5.39)
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Figure 5.3: Probability densities for the L- and R-handed spinors in Eq. (5.39)
(first and second column, respectively) and total probability density (third column),
corresponding to the zero-mode spinor in Eq. (5.35). The scale of the plot is set by the
parameters E0 = 2.0, B0 = 1.0, µ = 1.0 and ν = 1.0. Note that we are using natural
units, ℏ = c = e = 1, where x, y, z variables possess units of (MeV)−1, whereas the
probability density has units of (MeV)3. Figure reproduced from Ref. [220].

where the down-sign (up-sign) is chosen for the L(R)-handed spinor. Note that in
Eq. (5.39) we are suppressing the x- and z-dependence of the spinor components
to simplify the notation. Chiral projections of the probability density (shown in
Fig. 5.3) are

ρR,L =
1

2

[
|ψα↑ |2 + |ψα↓ |2 + |ψβ↑ |2 + |ψβ↓ |2

]
± Re

[
ψ∗α

↑ψ
β
↑ + ψ∗α

↓ψ
β
↓

]
. (5.40)

On the other hand, the current densities (see Fig. 5.4)

jx;R,L = Re
[
ψ∗α

↑

(
ψα↓ ± ψβ↓

)
+ ψ∗β

↑

(
ψβ↓ ± ψα↓

)]
, (5.41)

jy;R,L = Im
[
ψ∗α

↑

(
ψα↓ ± ψβ↓

)
+ ψ∗β

↑

(
ψβ↓ ± ψα↓

)]
, (5.42)

jz;R,L = Re
[
ψ∗α

↑ψ
β
↑ − ψ∗α

↓ψ
β
↓

]
± 1

2

[
|ψα↑ |2 + |ψβ↑ |2 − |ψα↓ |2 − |ψβ↓ |2

]
. (5.43)

As can be seen from Fig. 5.3, for the zero-mode spinor in Eq. (5.35), the probabil-
ity density is almost entirely localized around the origin, and both L- and R-handed
components of the spinor contribute to the total probability density, which is the
sum of both handed components, in the same quantity, i.e., there is no chiral charge
imbalance. We must mention, a chiral (axial) current density J5 could be defined
[266, 267]. However, for such current density, the standard continuity equation be-
comes tremendously more involved due to the non-uniformity of the electromagnetic
fields proposed in this work. Moreover, a straightforward calculation verifies that
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the total current densities in Eq. (5.38) are the sum of the respective L- and R-
handed currents, i.e., ji = ji;R + ji;L. From Fig. 5.4, we can observe that the L-
and R-handed components of the x− and z−current densities cancel out (they are
opposite), whereas in the y−direction, they are exactly the same so that the sum is
non-vanishing.

It is standard to represent the R-handed chirality (η+) as a counter-clockwise
motion, while L-handed chirality (η−) is sketched as a clockwise motion. This picture
is very useful to gain insight into the behavior of the particles, see Fig. 5.5, where we
can possible observe that the L- and R-handed currents sum up in the y−direction
and cancel out in other directions. This observation that the non-vanishing current
density along the y-axis is perpendicular to the magnetic and electric fields, which
point out in z-direction, is not due to the straight action of the electric field, but
rather a consequence of the presence of both fields. Hence, we can observe an Hall-like
Effect. However, the current density along the y-direction and the electromagnetic
fields define a the plane where they all lie. Then, through our set up we describe
a particular case of the Planar Hall Effect (PHE). Furthermore, in our case the
electromagnetic fields are non-uniform (see Fig. 5.2), which causes slight differences
respect to the standard case where uniform fields are considered [247]. Actually, the
inhomogeneous feature of the electromagnetic fields is responsible of the behavior of
the particles in the system. Therefore, the current density defining the PHE is a
consequence of the chiral symmetry, which is preserved due to the supersymmetry
thereof. We must mention, in the context of Dirac materials, chiral symmetry is
translated as the valley symmetry, thus, it is also valid to discuss the dynamics
in terms of a valley PHE for the system addressed here. It is important to note
that these results are not general but exclusive to this example, since the particular
profiles and directions of the external fields coupled with the particle’s chirality are
the responsible of cancellation or addition of currents in particular directions. Even
thought, a prospect application could be the current steering through a Type-I Weyl
semimetal, which, as discussed briefly in the conclusions, is of solitonic nature. In
other words, a non-dissipating wave guide can be accomplished by means of external
nonhomogeneous parallel electromagnetic fields.

5.5 Discussion and Conclusions

In this Chapter, the (3+1) Dirac equation describing a Dirac material in the pres-
ence of static non-uniform parallel electromagnetic fields is solved within a SUSY-QM
framework. In order to determine an exact analytic solution, we address the exam-
ple of electromagnetic profiles leading to Pöschl–Teller-like quantum potentials. The
corresponding zero-mode spinor is found and its associated probability and current
densities obtained. We notice that the current densities vanish in all spatial direc-
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tions, except for the current along the y-direction, which defines a plane in which
it lies perpendicularly to the electromagnetic fields. Hence, it is appropriate to as-
sume that a PHE develops in the system dealt here. Furthermore, since the current
densities turn out to be written in terms of the left- and right-handed current den-
sities, the effect can be regarded as driven by the chiral symmetry of the system.
A chiral-dependent PHE has been shown in inhomogeneous type-I Weyl semimet-
als [266]. However, the Dirac material addressed in this Chapter is pristine but
under non-uniform external electromagnetic fields. Therefore, this material shows
a new class of chiral PHE. We must mention that the electromagnetic profiles in
Eq. (5.26) are tough to realize in the laboratory. Nevertheless, a configuration of
pseudo-electromagnetic fields, associated to strains in the material, could become
analogous to the system worked here. Such configuration could be feasible in the
laboratory through modern strain techniques in Dirac materials, such as scanning
tuneling spectroscopy [268, 269]. It is worth noticing that the considered electro-
magnetic profiles are setting up two uncoupled Jackiw-Rebbi (J-R) models for the
dynamics along in each direction [214, 270, 271]. This observation can be seen pre-
cisely in Fig. 5.1. Hence, the system naturally is divided into two regions, for z > 0,
the current density along the y-direction points out in the positive direction; while,
for z < 0, it points out in the negative direction. Then, it is sufficient to observe only
one of these regions. Focusing on the upper region, the localization of the current
density at hand (see Fig. 5.4) allows us to draw an imaginary cylinder containing the
current in its upper half, as depicted in Fig. 5.5. We further remark the localization
of the probability density as shown in Fig. 5.3. Thus, the wave packet we are consid-
ering in this work should be regarded as a two-dimensional soliton of the J-R type.
Therefore, our system could be a promising artificial set up of a wave guide with no
energy losses, which could be technologically superb.
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Figure 5.4: R- and L-handed probability current densities (first and second column,
respectively) and total probability current densities (third column) for the spinors
in Eq. (5.39) corresponding to the zero-mode of the system. In x- and z-directions
the R- and L-handed components are exactly equal but with opposite sign, resulting
in null-total current densities. While, in y-direction both components contribute to
the non-zero current density. The parameter values taken are E0 = 2.0, B0 = 1.0,
µ = 1.0 and ν = 1.0. Note that we are using natural units, ℏ = c = e = 1, where
x, y, z variables possess units of (MeV)−1, whereas the probability current densities
has units of (MeV)3. Figure reproduced from Ref. [220].
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Figure 5.5: (Left) A representation of the Right and Left chiralities. The sum of the
corresponding L- and R-handed currents is non-zero in y-direction. (Right-top) jy
current on the surface of a cylinder and (Right-bottom) its projection to the x − z
plane. It can be seen the direction switching through passing the z = 0 plane. Note
that we are using natural units, ℏ = c = e = 1, where x, y, z variables possess units
of (MeV)−1, whereas the probability current densities has units of (MeV)3. Figure
reproduced from Ref. [220].
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5.A SUSY QM

In non-relativistic quantum mechanics (NR-QM), the number of analytically solv-
able problems is minor. In order to be able to raise that statistics, a number of
mathematical techniques have been developed, some of them based in factorization
methods [272]. In 1981, Witten established the possibility to present the Schrödinger
Hamiltonian in a form of supersymmetric partners [219]. This technique developed
by Witten had a great impact in the study of exactly solvable Hamiltonians, and
was named supersymmetric quantum mechanics (SUSY-QM). Actually, nowadays
the SUSY-QM technique has also been used to solve relativistic QM problems and
related problems, such as the graphene spectrum.

In general, the SUSY-QM technique consists in the definition of a superalgebra
followed by a pair of supercharges and a Hamiltonian [219]. In this sense, it is
possible to find different differential operators which intertwines two Hamiltonians
and at the same time factorize them [273, 274]. Of notable importance is the problem
of the quantum Harmonic Oscillator, which can be exactly solved by means of this
technique, and is relevant in almost all (if not in all) fields physics, and even in
mathematics. Next we present the general mathematical formulation of the first-
order SUSY-QM method, including the Witten definition based on supercharges.

5.A.1 Witten definition

In the Witten definition, the called N = 2 SUSY-QM consists of two supercharges
Q1 and Q2, and a Hamiltonian obeying the relations

{Q1, Q2} = 0, H = 2Q2
1 = 2Q2

2 = Q2
1 +Q2

1.

Let us introduce the complex supercharges

Q =
1√
2
(Q1 + iQ2) , Q

† =
1√
2
(Q1 − iQ2) .

These operator together with H close the superalgebra

Q2 = 0 =
(
Q†
)2
,
{
Q,Q†

}
= H. (5.44)

This superalgebra completely defines SUSY-QM in an abstract form, and implies

[H,Q] = 0 =
[
H,Q†

]
. (5.45)

In Fig. 5.6 we present typical energy spectra of two intertwined Hamiltonians. As
it can be seen, in some cases (unbroken SUSY) both spectra are equal, whereas in
other cases (broken) the spectrum generated by the intertwined Hamiltonian losses
its ground state.
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Figure 5.6: Typical spectra for unbroken (E0 = 0) and broken (E0 > 0) SUSY.
Adapted from [275].

5.A.2 Mathematical formulation

Let us consider two Schrödinger Hamiltonians

Hi = −1

2

d2

dx2
+ Vi(x), i = 0, 1, ..., (5.46)

and let suppose the existence of a first order differential operator

a† =
1√
2

(
− d

dx
+W (x)

)
, (5.47)

with W (x) a real function to be determined, called superpotential. Suppose that
this differential operator intertwines both Hamiltonians

H1a
† = a†H0. (5.48)

Let us compute each side of the last equation:

H1a
† =

[
−1

2

d2

dx2
+ V1(x)

] [
1√
2

(
− d

dx
+W (x)

)]
=

1√
2

[
1

2

d3

dx3
− W

2

d2

dx2
−
(
V1 +W ′) d

dx
+WV1 −

W ′′

2

]
, (5.49)
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a†H0 =

[
1√
2

(
− d

dx
+W (x)

)][
−1

2

d2

dx2
+ V0(x)

]
=

1√
2

[
1

2

d3

dx3
− W

2

d2

dx2
− V0

d

dx
+WV0 − V ′

0

]
. (5.50)

Since all the coefficients of the same powers of d
dx must be equal, we have

V1 = V0 −W ′, (5.51)

WV1 −
W ′′

2
=WV0 − V ′

0 . (5.52)

Substituting (5.51) in (5.52), and integrating

W 2 +W ′ = 2(V0 − ϵ), (5.53)

where ϵ is a constant called factorization energy. Equations (5.51)-(5.53) guarantee
the factorization of the Hamiltonians in the form

H0 = aa† + ϵ, H1 = a†a+ ϵ, (5.54)

where

a =
(
a†
)†

=
1√
2

(
d

dx
+W (x)

)
. (5.55)

If V0 is a solvable potential with eigenfunctions ψ
(0)
n (x) and eigenvalues En, n =

0, 1, ..., and also we know the solution u
(0)
1 (x) to the Ricatti equation (Eq.(5.53)), for

a given value of the factorization energy ϵ = ϵ1 ≤ E0, thus the V1(x) potential is also
solvable with eigenfunctions

ψ(1)
ϵ1 (x) α e−

∫ x
0 W (y,ϵ)dy =

1

u
(0)
1 (x)

, (5.56)

ψ(1)
ϵ1 (x) =

a†ψ
(0)
n (x)√

En − ϵ1
, (5.57)

and with eigenvalues {ϵ1, En, n = 0, 1, ...}. Here, we have selected to work with
factorization energies lower than the base state of H0 to avoid singularities in W (x),
V1(x) and also in the eigenfunctions.
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Chapter 6

General Discussion and
Conclusions

The need of classifying materials according to particular properties is of great impor-
tance in Condensed Matter Physics. In this sense, different classifications have been
proposed, ranging from the well-known band theory in which the electronic prop-
erties are result of the characteristics of the valence and conduction bands, to even
more paradigmatic classifications such as the one proposed by Landau based on the
principle of spontaneous symmetry breaking and local order parameters. The former,
i.e. has been widely studied in conventional (Schrödinger) materials, being able to
precisely explain the properties of metals, insulators and semiconductors. In these
conventional systems governed by a Schrödinger Hamiltonian, the energy-momentum
spectra present parabolic behaviour. Another novel type of materials was discovered
in 2005 (even though theoretically proposed much before), when a two-dimensional
honeycomb lattice of carbon atoms with only one atom thick (graphene) was syn-
thesized, presenting a linear low-energy spectrum near two nodes (Dirac points).
These new kind of materials continued growing with the discovery of topological in-
sulators and more recently with the discovery of three-dimensional Dirac and Weyl
semimetals. The common denominators of all these materials are the linear low-
energy spectrum and the appearance of nodes in the First Brillouin Zone protected
by a symmetry. These materials were named as Dirac materials, as they can be
effectively described by a Dirac equation through the replacement c→ vF.

Dirac materials have different microscopic origins, such as the presence of sub-
lattice structure in graphene, spin-orbit angular momentum coupling in topological
insulators, chiral energy bands in Dirac and Weyl semimetals, among others. How-
ever, regardless of the origin, all Dirac materials present universal properties, such
as thermodynamic behaviour, fermion coupling with external magnetic fields, sup-
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pression of backscattering, and even many-body collective effects such as plasmons,
excitons and superconductivity. These universal properties in Dirac materials are
again given by the Dirac spectrum and by the existence of protected nodes in the
FBZ.

Effects of external and internal perturbations in Dirac systems are of great in-
terest due to the possibility of tune electronic, mechanical, optical, etc., properties
with the aim of possible technological applications or study of the robustness of some
properties under perturbations (topological properties). In fact, extremely interest-
ing phenomena have been pointed out for example while Dirac fermions interact with
external magnetic fields (for example the Landau levels spectrum in graphene and
the chiral magnetic effect in Weyl semimetals), and both electric and magnetic fields
(various types of quantum Hall effects in graphene, or the anomalous Hall effect and
planar Hall effect in Weyl semimetals). Also, effects of atom substitution or impurity
placement have an important role in systems such as graphene (tuning electrical and
conductivity, or the more dramatic atomic collapse effect), and topological insulators
(tuning topological conditions and localization). In addition, some other interesting
effects in Dirac materials can be accomplished by pseudomagnetic potentials, that
is, strain on the lattice.

In this thesis we have treated three different problems of Dirac materials under
perturbations: First, we have studied the problem of a 1D topological insulator,
the SSH model, with the presence of impurity atoms present in different superlat-
tice structures. In this case, studies were developed using both tight-binding and
topolectrical circuits theories. The general result of this study was the evidence for
the possibility of tuning the topological condition, that is the Berry phase, in order
to present a topologically trivial/non-trivial behaviour of the material. Also, the
existence of these impurity superlattices inhibit or promotes the edge state localiza-
tion of the wave functions, depending on the way hopping amplitudes are defined.
In conclusion, impurities in the SSH model are able to tune topological properties
of the system. In second place, we have tackled the non-relativistic representation
of the JR soliton through a Foldy-Wouthuysen (FW) unitary transformation. As
a general conclusion of this work, we argue that the zero-mode energy of the JR
model, which turns out to be non-dissipative with a kink profile, is preserved under
the FW transformation presented, which represents the non-relativistic representa-
tion of the original one, disconnecting the particle and hole parts of the relativistic
spinor. Finally, we have considered the case of Weyl semimetals under the effect of
parallel non-uniform electromagnetic fields generated by SUSY-QM. In this work we
have established that the effect of parallel non-uniform electromagnetic fields such
as the ones we used plays the role of generating (chiral) inhomogeneity inside the
material, resulting in a planar Hall effect whose origin comes from the chirality of
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the particles (in this case the chirality is also related with SUSY). Also, the fields
setting resembles a JR problem in two directions, promoting a solitonic solution in
the other direction, being thus potentially used as a wave guide with no energy losses.

As a general conclusion, internal and external perturbations over Dirac systems
(materials) result in a plethora of novel interesting phenomena, and the broad un-
derstanding of the mechanisms responsible of promoting these effects could lead us
to an effective manipulation of these materials with potential application in new
technologies and scientific development.
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Chapter 7

Future Work

In addition to the work presented in this thesis, we have started the study of other
effects of perturbations in Dirac systems. That is the case of the Dirac equation in
curved spaces describing deformations in Dirac materials, thermodynamic properties
of periodic Dirac systems and effects of impurities in Dirac transport properties of
Dirac materials. In the future I would also like to study the effect of quantum
anomalies in Dirac systems, as well as material junctions and amorphous systems.
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